
Review 

Contents 

A technical journal published quarterly by RCA 
Research and Engineering in cooperation with 
the subsidiaries and divisions of RCA. 

171 Cross -polarization Performance of the RCA Satcom System 
M. K. Lee 

211 Properties of Amorphous Silicon and a -Silicon Solar Cells 
D. E. Carlson, C. R. Wronski, J. I. Pankove, P. J. 2anzucchi, and D. L. Staebler 

226 Electron Trapping Noise in SOS MOS Field -Effect Transistors Operated in the Linear 

Region 
S. T. Hsu 

238 A Novel FET Frequency Discriminator 
A. Rosen, D. Mawhinney, and L. S. Napoli 

253 A Dual -Gate GaAs FET RF Power Limiter 
A. Rosen, H. J. Wolksteln, J. Goel, and R. J. Matarese 

257 Depolarization Due to Precipitation in Satellite Communications 
I. P. Shkarofsky 

310 Technical Papers 

312 Patents 

315 Authors 

June 1977 Volume 38 Number 2 



RCA Corporation 
E. H. Griffiths President and Chief Executive Officer 

Editorial Advisory Board 
D. M. Cottler Government and Commercial Systems 
N. L. Gordon RCA Laboratories 
G. C. Hennessy RCA Laboratories 
G. B. Herzog RCA Laboratories 
J. Hillier RCA Senior Scientist 
E. O. Johnson RCA Research Laboratories, Inc. 
C. H. Lane Picture Tube Division 
D. S. McCoy Consumer Electronics 
W. Merz Laboratories RCA. Ltd. 
K. H. Powers RCA Laboratories 
P. Rappaport RCA Laboratories 
J. H. Scott, Jr. RCA Laboratories 
L. A. Shotliff International Licensing 
T. O. Stanley, RCA Laboratories 
F. Sterzer RCA Laboratories 
J. J. Tleljen RCA Laboratories 
W. M. Webster RCA Laboratories 

Secretary, Charles C. Foster RCA Laboratories 

Editor Ralph F. Ciafone 

Associate Editors 
D. R. Higgs Missile and Surface Radar Division 
W. A. Howard National Broadcasting Company 
C. Hoyt Consumer Electronics 
H. A. Linke RCA Limited 
D. A. Lundgren RCA Americom, Inc. 
E. McElwee Solid -State Division 
J. C. Phillips RCA Research and Engineering 
M. G. Pletz Government and Commercial Systems 
C. W. Sall RCA Laboratories 
W. S. Sepich Commercial Communicatons Systems Division 
J. E. Steoger RCA Service Company 

© RCA Corporation 1977 All Rights Reserved Printed in USA 

170 RCA Review Vol. 38 June 1977 



Cross -polarization Performance of the RCA Satcom 
System 

M. K. Lee 

RCA American Communications, Inc., Piscataway, N. J. 08854 

Abstract-To significantly increase the efficiency of the available spectrum and the use 

of the orbital arc, the RCA Satcom system employs the technique known as 

"Spectrum Reuse," whereby two or more separate channels within the same 
frequency band are transmitted (or received) on two separate orthogonal linearly 
polarized beams. Since polarization isolation between the orthogonally polarized 
beams is not perfect due to various depolarization mechanisms, the desired 
channel will receive some interference from adjacent cross -polarized channels, 
causing interference to the desired channel which may result in degraded per- 
formance. Since this degradation can not be allowed to compromise the system 
performance, the amount of interference must be determined so that allowances 
can be made for its effect on system design. This paper describes the loss of 
polarization isolation that occurs when a signal travels from transmitter to receiver, 
with emphasis on the depolarization caused by the propagation medium. A sta- 
tistical estimation (availability) is made of the overall polarization isolation for 
various earth station locations throughout the United States. Additionally, some 
examples of how this isolation is translated into signal interference and then al- 
located relative to the overall interference to the signal are given. 

1. Introduction 

An ever increasing requirement for channel capacity in the satellite 
common carrier band, together with the need to minimize cost, is the 
reason for employing a spectrum reuse technique. The RCA Satcom 
System accomplishes this by use of a cross -polarized antenna system 
to divide the 24 channels into two groups that are carried on two or - 
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thogonal linearly polarized beams. Each channel is offset 40 MHz from 
the adjacent copolarized channel, with an interleaving offset of 20 
MHz. 

This configuration doubles the capacity achieved in 12 -channel do- 
mestic and international satellite systems over the same allocated 500 
MHz band. An ideal doubling of the total information capacity in the 
given frequency band is based on the assumption that the isolation of 
the two orthogonal linearly (horizontally and vertically) polarized waves 
has a value that will result in negligible interference to the cross -polarized 
channel. Polarization isolation between the orthogonally polarized beams 
is not perfect in practice due (1) to various depolarization mechanisms 
caused by system imperfections and (2) to propagation effects that may 
result in a degradation of performance of the desired channel or a re- 
duction of the channel capacity for a given performance, depending on 
the severity of depolarization. To meet specified performance objectives, 
one of three approaches can he taken: (1) a corrective procedure may be 
incorporated in the system, (2) allowance can be made in the systems 
margin of performance for depolarization, or (3) a traffic configuration 
can be established that results in negligible degradations. To evaluate 
these alternatives, an understanding of the various depolarization 
mechanisms and the prediction of their magnitudes are essential. 

What follows is a description of each of the depolarization mechanisms 
encountered in the entire transmission system, the prediction of their 
magnitudes, and an estimation of the overall polarization isolation for 
various earth -station locations and for different climatological condi- 
tions. Based on the predicted cross -polarization isolation, interference 
from adjacent cross -polarized channels is evaluated for a certain traffic 
model in order to determine the effect of this interference upon the signal 
performance. 

2. Antenna 

2.1 Earth Station Antenna 

When a signal propagates between an earth station and a satellite, the 
earth station or satellite antenna itself is the first source of depolariza- 
tion. Cross -polarization generated at an earth -station antenna is due 
to antenna imperfections, and is a function of the basic design of the feed 
and the sophistication of various add-on circuits. The following factors 
must be considered: 

TE/TM1 l cross -polarized lobes as a result of nonsymmetries in the 
square portion of the feed. This is the main contributor to the 
generation of cross -polarized radiation, and the major source of this 
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mode in the feed subsystem is the orthomode transducer (ortho- 
coupler or zero -dB coupler). 
Cross -polarized lobes generated by nonequal amplitude of higher - 
order modes (such as TE/TM12 modes) when a multimode horn is 

used for optimum excitation of the symmetrical reflector. 
TE10 cross -polarized lobes when a horn is fed with the E -field on 
the diagonal. 
Generation of a cross -polarized component by the curved surface 
of the reflector. 
Cross -polarization radiation produced by feed support. 
Scattering in a conventional front -fed paraboloid (for front -fed 
antenna). 
Mechanical disturbance of the antenna or feed (wind, ice, rain, and 
thermal expansion and contraction). 
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Fig. 1-Secondary patterns measured with 33.3 -foot (10 -meter) diameter main reflector; 
3700 MHz; main and cross polarization, vertical; a = 0 dB main lobe region, B 

= 0. 

Considering the factors listed above, it is clear that a theoretical pre- 
dictionl.2 of antenna performance is of limited value, and measurements 
must be made. Figs. 1 and 2 are the co- and cross -polarized responses 
of a typical 10 -meter spectrum -reuse antenna at 3.7 GHz and 6.425 GHz, 
respectively. These are the measured secondary patterns that have been 
expanded for the range of off -axis angles of interest. The cross -polar - 
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ization isolation of the earth -station antenna, which is the difference 
between the main polarized response and the cross -polarized response, 
is indicated by dotted lines in each figure. As shown in these figures, the 
polarization isolation of a state-of-the-art earth station antenna is about 
40 dB or greater on the main beam axis, and it decreases as the off -axis 
angle increases. Unequal cross -polarization levels on opposite sides of 
the antenna axis are due to the way the TE10 lobes combine with TE/ 
TM11 lobes. The off -axis null of cross -polarized response ís generally 
sensitive to frequency and mechanical stability. 

1 = 6a2S MHt I 
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IS CROSS -10 - 
POLARIZATION ATTITUDE: 
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-20-- POLARIZATION ISOLATION OF EARTH STATION ANTENNA 

-SO -_ 

CROSS POLARIZED RESPONSE 

11111(tI11111t111101 111111 1 1 I11I1111II111111111II 
0.20 0.15 0.10 0.05 0 0.05 0,10 0.15 0,2 0,25 0.30 

OFF -AXIS ANGLE (In degrees) 

Fig. 2-Secondary patterns measured with 33.3 -toot (10 -meter) diameter main reflector; 
6425 MHz; main and cross polarizations, horizontal; a = 0 dB main reflector re- 
gion; O = 0. 

Notice that cross -polarization levels in the 4-GHz band are lower than 
for the 6-GHz hand. As a result of this and because the 6-GHz main re- 
sponse decreases more rapidly than 4-GHz response, the cross -polar- 
ization isolation at 4 GHz is considerably higher than that at 6 GHz, i.e., 
4 dB to 8 dB as the off -axis angle increases. Therefore, the pointing error 
between the earth station antenna and the spacecraft, which is discussed 
later, must he calculated in order to determine the magnitude of the 
cross -polarization isolation. 

1.2 Satellite Antenna 

The RCA Satcom spacecraft antenna complement consists of four sep- 
arate grated reflectors overlapping in orthogonally polarized pairs with 
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offset feed horns mounted on the earth -facing platform. Two of the 
antennas generate vertically polarized beams and the remaining two 
antennas produce horizontally polarized beams, each beam providing 
8.4° X 3.2° elliptical coverage (of the continental U.S. and Alaska) with 
the major axis rotated 20.5° with respect to the equatorial plane after 
achieving proper azimuth and elevation angles. The polarization vector 
of a horizontally polarized beam is parallel to the major axis of the el- 
lipse. 

According to specification, the cross -polarization isolation of the given 
beam from any other beam that is nominally orthogonally polarized shall 
be at least 33 dB at any point within the specified coverage of any given 
beam and at any frequency within the specified frequency band. By 
proper setting of the FID ratio (focal length/diameter) of the reflector 
and the amount of offset and by incorporating a polarization filter (fil- 
tering screens forming the actual reflecting surface of the antenna) to 
suppress the unfiltered lobes,3 an isolation of the order of 39 dB can be 
achieved, which is more than sufficient to meet the specification. 

Table 1 -Cross -Polarization Isolation (dB) of the Satellite Antenna (Y, horn, 
N -S Polarization, Satellite at 124°W) 

City 

Down Link Up Link 

3700 
MHz 

3950 
MHz 

4200 
MHz 

5925 
MHz 

6195 
MHz 

6425 
MHz 

Inside 8.4° x 3.2° Contour 
Boston 43.2 49.0 42.8 33.7 37.6 42.5 
New York 43.1 49.9 42.2 33.8 37.1 41.6 
Chicago 42.7 45.0 52.5 33.5 33.6 52.3 
Denver 36.7 41.6 49.7 36.1 34.6 43.0 
San Diego 38.6 37.5 41.9 34.1 34.0 33.1 
Los Angeles 39.3 37.8 43.6 35.4 34.5 33.2 
San Francisco 43.3 40.8 48.7 36.0 38.4 36.0 
Seattle 37.7 39.7 41.5 37.2 45.2 48.4 
Prudhoe Bay 35.5 34.3 35.1 42.8 48.8 43.0 

Outside the Contour 
Tampa 36.9 49.5 44.1 39.2 39.4 45.1 
King Salmon 39.4 42.1 34.3 40.1 45.9 46.7 
Nome 37.5 39.7 34.3 39.2 46.0 46.8 

Full spatial cross -polarization measurements made on the breadboard 
antenna SW (south-west) reflector, "vertical" N -S polarization, (fed by 
the dual band Y1 horn) at band center and edges for both bands showed 
that at cities within the beam coverage the cross -polarization isolation 
is greater than 33 dB as shown in Table 1. The SW reflector was utilized 
for the measurements because it is the worst of the four reflectors. The 
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wide variation in magnitude shown in the table, depending on the fre- 
quency and the location, is further confirmed by the measured data on 
the antenna test range. Fig. 3 shows such a measurement of a vertically 
polarized beam of the SW reflector of the RCA Satcom F-2 spacecraft 
taken on an antenna range.3.4 In -orbit test data5 has shown a better 
performance than the range tests, which unavoidably include scatter 
from near -field surfaces. A two-way link (from South Mountain, L.A. 
to Vernon Valley, N. J.) demonstrates isolation of greater than 34 dB 
over the whole 500 MHz on channel 12, which is the channel with the 
lowest isolation. 
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Fig. 3-Measured swept -frequency cross -polarization isolation of an overlapped N -S po- 
larized beam over 8.4 X 3.2° elliptical coverage. 

3. Angular Misalignment and Pointing Error 

3.1 Angular Misalignment Due to Spacecraft Movement 

Movements of the satellite and imperfect pointing to the satellite by 
ground stations result in off -axis arrival of the signal, causing a loss in 
gain as well as degradation of the isolation (See Figs. 1 and 2). 

Conservative estimates derived from analytical and statistical data 
indicates that the nominal control maintains the spacecraft within 
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±0.042° E -W and ±0.069° N -S for approximately 85% of the time 
(corresponding to normal operation period), whereas the spacecraft is 

at the specification limit (±0.1° E -W and ±0.1° N -S) for less than 5% 

of the time (corresponding to the station keeping period). The maximum 
pointing error (space angle y shown in Fig. 4) can then be calculated 

1, _ ° 

A 

¢a , Q` yy ; 
LOCAL VERTICAL 1Y,A7i Ó 
/ P gY . 

1 á 
x 

4 
N Z. 

ai 
a2 

TRUE NORTH 

Fig. 4-Pointing error due to spacecraft movement. 

using the four corner positions of the spacecraft: 

= cos -1)02 + µ142 + vtv2) 

Here, 

y = space angle (pointing error) in degree in Fig. 4 

X1 = sin(90 - 01) cosas 

V1 = sin(90 - (31) sina1 

vi = cos(90 -131) 

11] 

[21 
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where al, (31 are the initial azimuth and elevation angles, and 

A2 = sin(90 - 132) cosa2 

122 = sin(90 - i 2) sina2 131 

u2 = cos(90 - 132) 

where «2,132 are the azimuth and elevation angles corresponding to the 
new position of the satellite (one of the four corner positions). (Ai, µt, 
vi) and (A2,112, v2) are the direction cosines of vectors F1 and F2 as shown 
in Fig. 4. 

The desired location of the satellite is assumed to be (-119°E, 0°N). 
We substitute at, a2, and 132, which are evaluated from a computer 
program, into Eqs. I1), [21, and 131, and calculate the pointing errors for 
fifteen earth station locations throughout the United States. The results 
are summarized in Table 2. 

Table 2-Maximum Pointing Error Due to Spacecraft Movement (Assume 
Initial Operation Has Zero E.S. to S/C Pointing Error) for Several 
Representative Stations 

Under Normal During Station 
Operation Keeping 

(85% of the time)* (5% of the time)* 

Los Angeles 0.1° 0.170 
New York 0.077° 0.14° 
Average Station in the 48 0.092° 0.156° 

Contiguous States 
Average Station in Alaska 0.083° 0.144° 
Hawaii 0.0840 0.145° 

* For 10% of the time, pointing errors are between the two limits given above. 

As can be seen from the table, the pointing errors are different for 
different earth station locations. Los Angeles shows the largest pointing 
error, and the pointing error that the New York earth station antenna 
will experience is small compared to those for other stations. This can 
easily be understood from the fact that Los Angeles is closer to the sat- 
ellite than New York and thus, experiences more angle error due to 
spacecraft movement. 

3.2 Earth -Station Pointing Accuracy and Total Pointing Error 

Besides the pointing error due to spacecraft movement, there is a 
pointing error associated with the earth station itself due to various error 
sources such as gravity, wind, thermal differentials, and foundation 
displacement. The analysis of this pointing error is beyond the scope of 
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this paper and accordingly, for the purpose of the analysis, the pointing 
error that current antenna manufacturers can achieve will be used. A 

33.3 -foot (10 m) antenna can be installed with an initial pointing accu- 
racy of 0.01° and will maintain its accuracy to within 0.1° in a 60 MPH 
(96 km/h) wind. For smaller size antennas, the pointing accuracy can 
be maintained to within 0.2° in an 87 MPH (139 km/h) wind with 0.5 
inch (1.3 cm) of ice. 

Let 01 be the pointing error due to spacecraft movement when the 
earth station is initially aligned to the desired satellite position (i.e., 119° 
W, 0° N), and 02 the pointing error of the earth station itself with respect 
to its initial setting due to gravity, wind, and the various other sources 
of error. Then the combined pointing error can be as high as 01 + 02 or 
as low as the difference between 01 and 02, depending on the relative 
movement of the spacecraft and earth station. Based on Table 2, the 

DURING S/C STATION 
KEEPING (5/ OF THE TIME) 

SAC UNDER NORMAL OPERATION 
( 85 /. OF THE TIME 

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 

EARTH STATION POINTING ACCURACY FOR THE AVERAGE U.S. STATION 

WITH RESPECT TO ITS INITIAL SETTING, IN DEGREE 

Fig. 5-Maximum pointing error between the earth station antenna and the satellite. 

maximum angle error, 01 + 02, is shown in Fig. 5 for spacecraft normal 
operation and for station keeping. The term pointing error as used 
hereafter in this paper will refer to the combined error. 

3.3 Spacecraft Pointing Error 

Even though the polarization vector of the earth -station antenna is 

initially aligned to that of the satellite antenna, without assuming any 
effects caused by the propagation medium, two polarization vectors can 
be misaligned due to the movement of the spacecraft about its yaw axis. 
Pitch and roll angle errors of the spacecraft merely cause a slight shift 
of the beam in east -west and north -south direction, respectively, but yaw 
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error causes a rotation of the beam. This rotation causes the polarization 
vector of the spacecraft antenna to be misaligned relative to the polar- 
ization vector of the earth -station antenna. Therefore, polarization 
isolation on the link can be degraded depending on the magnitude of the 
yaw error of the spacecraft. 

Analysis indicates that the yaw angle error is of the order of ±0.25° 
under normal operation. This corresponds to a cross -polarization iso- 
lation of 45.6 dB (±0.3°). However, when the Faraday rotation angle 
(rotation due to the ionisphere) is taken into consideration, we find that 

ra.Anylf/ra. 

DIRECTION IN WHICH 5/C POLARIZATION VECTOR 

IS ALIGNED DUE TO YAW ERROR 

DIRECTION IN WHICH EARTH / STATION POLARIZATION VECTOR ` IS ALIGNED 

0.3 

(on IA UD-L{nU (OntNi DOn-Linh) 

Fig. 6-Effective rotation angle of the polarization vector (as viewed from the spacecraft) 
when the spacecraft experiences yaw angle error. 

the yaw angle error effectively decreases the Faraday rotation of the 
polarization vector on the uplink, while it increases it on the downlink 
(or vice versa). Assume that the uplink Faraday rotation angle is 52D and 
the downlink Faraday rotation angle is RD. Then, for a yaw error of ±0.3, 
the uplink polarization rotation angle becomes Stu ±0.3 while the rotation 
angle on the downlink becomes 52D T0.3, depending on the direction of 
the spacecraft movement about the yaw axis as shown in Fig. 6. Thus, 
yaw -angle error effectively decreases the polarization isolation on one 
link while it increases the polarization isolation on the other. An example 
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Table 3-Numerical Example to Show the Effect of Yaw Angle Error 

No Yaw Angle Error 

2D = 2.58° 
34.0 dB (uplink isolation) 
26.9 dB (downlink isolation) 

26.12 dB (overall isolation) 

Yaw Angle Error of 0.3° 

SlU - 0.3° = 0.84' 36.7 dB (uplink isolation) 
SlD + 0.3° = 2.88° + 26.0 dB (downlink isolation) 

25.65 dB (overall isolation) 

Yaw Angle Error of -0.3° 

SlU + 0.3° = 1.44° - 32.0 dB (uplink isolation) 
SZD - 0.3° = 2.28 28.0 dB (downlink isolation) 

26.54 dB (overall isolation) 

of this is shown in Table 3. The results verify that the effect of yaw -angle 

error on the overall system polarization isolation is negligible. 

4.0 Rain -Induced Depolarization 

The propagation medium between the satellite and the earth station can 

modify the polarization status of the wave. The ionosphere will cause 

Faraday rotation of the polarization vector. Heavy rain is likely to con- 

vert linear polarization to elliptical polarization with a significant 

cross -polarized component. Atmospheric turbulence and the fluctuation 

in the angle of arrival also introduce linear cross -polarization, but cal- 

culation shows this effect to be negligible.' In addition, depolarization 
due to the propagation medium shows strong time variations, whereas 

the imperfections in the earth station and the satellite antennas are 

nearly independent of time. 
The effect of rain on polarization is discussed in this section. Faraday 

rotation is discussed in Section 5. 

4.1 Theory 

Depolarization due to rain is caused by the non -spherical nature of the 
rain drop and the geometrical orientation of the rain drop with respect 

to the incoming field vector of a given polarization. 
The incoming linearly polarized field vector can be resolved into two 

components polarized along the major axis OX and the minor axis 05 .7 

Oú direction for the satellite -earth path with an elevation angle of 
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/3) of the rain drop as shown in Fig. 7. The two components orthogonal 
to each other will experience different attenuation and different phase 
shifts relative to each other, due to the nonspherical nature of the rain- 
drop. This effect is measured by two parameters called differential at- 
tenuation and differential phase shift, which result in a change of po- 
larization status of the incoming wave depending on how the rain drop 
ís canted with respect to the wave field vector. 

Fig. 7-Geometrical orientation of rain drop with respect to Jinearly polarized field vec- 
tors. 

Assume the following geometrical orientation of the rain drop with 
respect to the polarization vector shown in Fig. 7, where, 
OY = Local vertical perpendicular to the ground (XZ plane) 

= wave front inclined by /3° from XY plane 
= elevat.on angle 

O1 = minor axis of the horizontally disposed spheroidal rain drop. 
Therefore, OB is the shortest distance from the center of the rain 
drop. 
OA = major axis of the horizontally disposed spheroidal rain drop. 
Therefore, OA is the longest distance from the center of the rain 
drop. 
It = circular contour made cutting the rain drop horizontally. Therefore, 
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OA = 0A1. 0A1 can also be a major axis, but assume OA as the major axis 

for the purpose of this discussion. 
l2 = elliptical contour made by cutting the rain drop perpendicularly to 

the XY plane. Therefore, OB < OC < (OD = 0A1 or OA) 

R1 = one of the two linear orthogonally polarized wave vectors, R1 and 

R2. 

Rc = component vector of R1 resolved in OCR direction. 
RA = component vector of R1 resolved in OA direction. 
8 = angle between vector R1 and Rc. It will be called canting angle 

hereafter. 
As outlined in Appendix 1, the differential attenuation causes the 

original linearly polarized field vector, R1, to rotate from its original 

attitude. The angle of rotation, 5, is 

b = 0 - tan-' (tan0 log-' [ 

where, 

-(aA - a(')L 
J / 20 

O = canting angle defined in Fig. 7. 

aÁ -a' = differential attenuation in [dB/km], a'A and a'c are 

attenuation coefficients [dB/km] of the waves polarized along 

the OA and Oe directions. 
L = effective rain path length 

For frequencies of 4 and 6 GHz, the cross -polarization generated by 

angle b is negligible. In this frequency range, the effect of differential 
phase shift is more important. The differential phase shift converts the 

linear polarization of the original wave into elliptical polarization. At 

the same time, the major axis of the polarization ellipse rotates relative 

to the original attitude of the linearly polarized field vector. This is shown 

in Fig. 8. The axial ratio and b are as follows (also see Appendix 1): 

= 0 + 
2 

tan -i [21cot/locos 1 
90° 151 

AR = Major Axilis/Minor Axis 

[sin(± = tan sin20 sin0) (6] 

where, 

= (,HA - 9c)L, differential phase shift through the effective 
rain path length, L. OA and (3c are the phase shifts in deg/km 
of the waves polarized along OA and OC direction. 

For AR > 1, 90° S sin'' (sin 29 sings) 5 180°. 
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Since b, in this case, is extremely small in the frequency range of in- 
terest, the major effect of the differential phase shift is the conversion 
of linear polarization to elliptical polarization with a significant cross - 
polarized component depending on rainfall rate. The cross -polarization 
isolation then is expressed as 

XPI = 20 logAR [dB] [7] 

c 

RA 

MINOR AXIS 

Fig. 8-Axial ratio deterioration due to differential phase shift. 

4.2 Prediction 

If the elevation angle is not zero, the differential phase shift to be used 
in Eqs. [5] and [6] is /3A - f3c [deg/km]. Limited data for this case is 
available. However, the data for i3A - /3B, which is the phase difference 
between components of the field vector polarized along the major axis 
and the minor axis of the rain drop, is available from perturbation cal- 
culations and point -matching procedure.6-8 Results from Oguchi are 
reproduced in Fig. 9.9 Since (/3A - l3B) is greater than (/3A - 13c), the 
worst -case results are predicted using /3A -1313, even though there exists 
an approximate relationship") such as /3A - /3c = (QA - 13B) sin2(90 - 
0) 

The effect of canting angle distribution on the resultant cross -polar- 
ized signal strength is also taken into consideration. The canting angle 
distribution measured by Saunders11 was assumed around 0c = 20°, 0c 
= 30°, and 0c = 45° (note that Saunders' distribution was centered at 
zero degrees, but the same distribution is assumed to be centered at 20°, 
30°, and 45° in this analysis). In this case, Eq. [6] becomes 
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AR = tan [-1 
2 

sin -1 
(± E (i sin 20; sin 0) ] [8] 

where fi is the fraction of the nonspherical drops having canting angle 
0;, and E;fi = 1. 

The effective rain path length, L, is assumed to be related to the 
rainfall rate as follows: 

100 

10 

B. = PHASE SHIFT IN THE DIRECTION OF THE MAJOR AXIS 
Be PHASE SHIFT IN THE DIRECTION OF THE MINOR AXIS 

Be (6 GHz) 

Bz( z) 

Be(4 GHz) 

B.(6 GHz) 

Y-Be(6 GHz) 

.-B.(4 GHz, MORRISON, 
CROSS AND CHU, 1973) 

GHz, OGUCHIS RESULT) 

/r 
o 25 50 

Fig. 9-Phase shift versus rain rate. 

75 100 

RAIN RATE (mm/hr) 

Vertical Extent = 5.34 - 1.67 logP 1km] 

Horizontal Extent = 17.18 - 5.13 logP [km] 

125 

191 

where P is rain rate in mm/hr, the statistics of which are shown12 in Figs. 
10 and 11. 

The cross -polarization isolations thus calculated are shown in Figs. 
12 and 13 for 4 and 6 GHz, respectively. When Saunders' canting angle 
distribution is used in the calculation, the canting angle distribution 
around 0c = 30° gave a worse result than that for the canting angle 
distribution around 0c = 45°, while constant canting angle O = 30° 
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Fig. 11-Rain climates of the United States. 
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Fig. 12-Depolarization caused by differential phase shift for the distribution of canting angles 
around 0, = 30° (4 GHz). 

yielded a better results than that for 01 = 45°. This is due to the assumed 
distribution of the canting angle. Since contributions from positive and 
negative canting angles cancel (sin20; changes sign), the resultant 
cross -polarization isolations for the canting angle distribution around 

m 

50 

z 
o 
R 40 
J 
O 

p 30 

N 
Fc 20 
J 
O a 

10 
cc 
() 

10 25 50 
(mm/hr) 

100 

Fig. 13 Depolarization caused by differential phase shift for the distribution of canting angles 
around B° = 30° (6 GHz). 
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Bc = 30° are improved by approximately 6 dB from those for the con- 
stant angle distribution O = 30°. The estimated cross -polarization iso- 
lations for various earth -station locations throughout the United States 
are also tabulated in Table 4. 

5. Faraday Rotation 

5.1 Theory 

When a linearly polarized radio wave is incident upon a homogeneous 
anisotropic ionized medium, such as the ionosphere, it splits into two 
characteristic waves (or modes), the ordinary and extraordinary waves 
of the magneto -ionic theory. These waves are generally elliptically po- 
larized with opposite senses of rotation and travel independently with 
different phase velocities. For a sufficiently high frequency (i.e., a wave 
frequency much larger than the plasma, collision, and gyromagnetic 
frequencies) and a direction of propagation that is not too nearly normal 
to the magnetic field (quasi -longitudinal approximation), these waves 
will be nearly circularly polarized. They also have complex, anisotropic, 

Table 4 -Estimated Cross -polarization Isolation for Various U.S. Sites Due to 
Rain (Distribution of Rain Drop Canting Angles Assumed) 

Cate- 
gory Site Q 

0.01% 
4 GHz 

0.1% 
(dB) 

1% 0.01% 
6 GHz 

0.1% 
(dB) 

1% 

2 Boston 21.58 24.5 34.1 40.5 21.2 30.5 37.2 
2 New York 24.50 25.5 35.1 41.4 22.1 31.4 38.2 
2 Houston 46.72 30.6 39.9 46.3 26.5 36.1 42.6 
2 Chicago 32.16 27.8 37.3 43.0 24.1 33.5 40.3 
2 Denver 41.79 29.6 39.0 45.4 25.7 35.2 41.8 
4 San Diego 51.87 34.9 41.7 47.4 30.8 37.8 43.4 
4 Los Angeles 50.47 34.6 41.4 47.1 30.5 37.5 43.1 
3 San Francisco 46.10 32.9 40.6 46.2 28.8 36.8 42.5 
3 Seattle 35.22 30.8 38.6 44.0 26.9 34.9 40.8 
1 Tampa 38.37 26.7 36.9 44.7 22.8 33.2 41.3 

Average (Canting Angle 
Distribution) 29.7 38.5 44.6 25.9 34.7 41.1 

Average (Constant Canting 
Angle).... 23.7 32.5 38.6 19.9 28.7 35.1 

refractive indices, i.e., they are absorbed as they propagate, and for 
neither characteristic wave do the wave -normal and ray directions 
coincide. Since the refractive indices are different, i.e., the two compo- 
nents have different phase velocities, the plane of polarization of the 
resultant wave field gradually rotates as the wave progresses through 
the ionosphere. This phenomenon is known as the ionospheric Faraday 
rotation. 
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If the wave frequency is much higher than the plasma frequency and 
gyromagnetic frequency (above 100 MHz), both ordinary and extraor- 
dinary rays can be assumed identical to a straight line joining the 
transmitter and receiver (first -order approximation). To a first -order 
approximation, the angle between the ray and the wave normal is also 
approximately equal to zero. In this case, the Faraday rotation in radians 
is expressed by13, 14 

S2 = 2.365 X 104f-2 f N(B cosO)ds [10] 

or 

= 2.97 x 10-2/-2 f N(H cosO)ds 

where 
/ = wave frequency, Hz, 
N = electron density, electrons/m3 
R = magnetic flux density, Wb/m2 = 40H 
µo = 1.257 X 10-6 henry/m 
H = magnetic field intensity, ampere-turns/m 
O = angle between the wave normal and the geomagnetic field 
vector. 
s = ray -path length, meters 

Thus, the rotation of the plane of polarization is proportional to the 
product of the electron content and the magnetic field component along 
the path of ray propagation and inversely proportional to the square of 
the radio frequency. 

For convenience, Eq. [101 can be written in terms of a differential 
length of height h above the earth instead of an element of ray -path 
lengths. Thus, from Fig. 14, 

- 2.365 X 104 (`h' (B cos()) csc(1'+ f3)N(h)dh [111 
/2 o 

2.365 X 104 ¡`ht 
Y(h, I')N(h)dh 

f2 o 

2.365 X 104 h 
worn, t) N(h)dh 

f2 o 

where 

(hm, I') - so 
ht 

N(h)41(h,I')dh 

foht N(h)dh 
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and hm is some intermediate value of height between zero and ht, 
called "mean ionospheric height." B cos° csc(' + f) calculated at this 
mean ionosphere height approximates the weighted mean value of the 
product B cos() cscG + (3) over the signal path for targets beyond the 
ionosphere. The mean height of the ionosphere is normally assumed to 
be around 340 to 400 km, which is near the centroid of the electron 

EARTH STATION 

Fig. 14-Ray path geometry. 

EtE 
SP EO 

dh 

h,,, = 400 km 

concentration distribution. Then Eq. 1111 becomes 

2.365104 
4'(400, t) f h 12 -Ndh 1121 

f2 o 

where 400 km is taken as the mean height. 
The sense of polarization rotation of the wave as it travels toward the 

satellite is CCW and as it travels toward the earth station is CW. Viewed 
from the receiving end, obviously, the sense of rotation of the wave is 
reversed, i.e., viewed from the earth station it is CCW and from the 
satellite it is CW. 

5.2 Prediction 

Using the theoretical ionospheric model available,15,16 the integrated 
electron density, f N(h )dh (usually called electron content or columnar 
electron content, electrons/m2 column) was predicted for various loca- 
tions, time of the day, season of the year, and solar activity. It is impor- 
tant to note that the behavior of the Faraday rotation angles follows 
exactly that of the electron content. One example of such predictions 
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Fig. 15 -Diurnal, seasonal, and solar cycle variations of the electron content at New 
York. 

is shown in Fig. 15 for an earth station in New York. The 4/(400, r) 
function is also evaluated, as shown in Appendix 2, for various earth - 
station locations using the earth's magnetic field model described by 
Jensen and Cain17 and Chapman and Bartels.18 The NI, function evalu- 
ated in Appendix 2 is shown in Table 5. With this xi, function and the 
electron content predicted by the theoretical ionospheric model, the 

Table 5 -Calculations of 4'(400,E') for Various Earth Station Sites (For 
Satellite at 119°W) 

Station Q cos B 

B 
(in 10-° 
Wb/m' ) 

41(400, r) 
(in 10-4 
Wb/m2) 

Boston 21.58 7.3717 -0.612 0.47 0.594 
New York 24.50 6.6007 -0.659 0.46 0.587 
Houston 46.72 3.1063 -0.943 0.41 0.506 
Chicago 32.16 5.0328 -0.802 0.47 0.623 
Denver 41.79 3.6551 -0.945 0.45 0.597 
San Diego 51.87 2.6084 -0.996 0.40 0.490 
Los Angeles 50.47 2.7373 -0.993 0.40 0.496 
San Francisco 46.10 3.1710 -0.965 0.42 0.535 
Seattle 35.22 4.5398 -0.866 0.46 0.623 
Juneau 22.26 7.1814 -0.693 0.47 0.663 
Hawaii 38.36 4.0912 -0.522 0.31 0.240 
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solstice in the year of sunspot maximum. 
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Faraday rotation angle can be calculated. Figs. 16 and 17 are some of the 
results of the model calculations for transmission paths between New 
York-San Francisco and Chicago-Houston. These predictions were 
made for winter in a year of high solar activity (Wolf sunspot number, 
R = 100). 

It is important to make an estimation of the maximum or minimum 
values of the Faraday rotation angles for the system design so that proper 
compensation techniques can be implemented or allowances can be made 
for its effect in the system design. In order to predict the magnitude of 
Faraday rotation angles, the solar activity in the year of interest must 
first he predicted. Fig. 18 shows the predicted sunspot numbers for solar 
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20 
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Q I L I 1 1 1 I 1 1 1 1 1 i 1 1 
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Fig. 18-Predicted sunspot numbers for cycle 20. 

90% PREDICTION 
INTERVAL 

/ ¡PREDICTION VALUES 
(Bosed on Cycles 8-19) 

73 74 75 76 

I I I 

77 78 

cycle 20. This prediction made by the Ionospheric Propagation Predic- 
tion Group of ITS, ESSA Research Laboratories, is derived from a re- 
gression analysis based on the previous solar cycle.19 The maximum of 
the next cycle will be expected to occur somewhere around 1980 with the 
sunspot number R 100 or above. Therefore, in years around 1980 the 
Faraday rotation angle will also show its maximum value throughout 
the solar cycle. Table 6 shows the daytime maximum and nighttime 
minimum values of the Faraday rotation angles at 4 GHz for three sea- 
sons and two solar activities. The results shown in this table are for the 
mean variations of the electron content for one month. If these monthly 
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mean values of electron content are assumed to be exceeded by 20% on 
a particular day of the month for various reasons, such as magnetic storm 
and solar flare effect, the corresponding mean values of the Faraday 
rotation will also be exceeded by 20%. The Faraday rotation angle at 6 

GHz is 0.40629 times the 4-GHz rotation based on the frequency de- 
pendence, (1/f2). 

Cross -polarization isolation (XPI) due to the Faraday rotation effect 
is then defined as follows: 

Table 6 -Daytime Maximum and Nighttime Minimum Values of the Mean 
Faraday Rotation Angle, 12 (in degrees) at 4 GHz (Satellite at 
119" W) 

Station 

R=0 R=100 

Daytime Nighttime 
Max. 12 Min. 

Daytime 
Max. 12 

Nighttime 
Min. 12 

Spring Equinox 
Boston 0.53 0.11 1.70 0.22 
New York 0.53 0.11 1.68 0.22 
Houston 0.74 0.15 2.04 0.28 
Chicago 0.56 0.11 1.78 0.35 
Denver 0.62 0.15 1.89 0.27 
San Diego 0.66 0.16 1.94 0.28 
Los Angeles 0.67 0.16 1.96 0.29 
San Francisco 0.63 0.16 1.89 0.27 
Seattle 0.53 0.11 1.63 0.22 
Juneau 0.24 0.05 1.31 0.15 
Hawaii 0.87 0.07 1.72 0.12 

Summer Solstice 
Boston 0.47 0.18 0.95 0.29 
New York 0.47 0.18 0.94 0.28 
Houston 0.59 0.17 1.23 0.34 
Chicago 0.49 0.18 0.98 0.28 
Denver 0.51 0.19 1.05 0.30 
San Diego 0.51 0.18 1.14 0.32 
Los Angeles 0.52 0.18 1.15 0.33 
San Francisco 0.50 0.19 1.10 0.33 
Seattle 0.47 0.20 0.94 0.31 
Juneau 0.47 0.22 0.87 0.33 
Hawaii 0.62 0.09 1.24 0.20 

Winter Solstice 
Boston 0.63 0.07 2.00 0.16 
New York 0.62 0.07 1.98 0.15 
Houston 0.63 0.12 1.73 0.18 
Chicago 0.66 0.07 2.15 0.23 
Denver 0.65 0.10 2.03 0.15 
San Diego 0.55 0.10 1.62 0.16 
Los Angeles 0.56 0.11 1.64 0.16 
San Francisco 0.56 0.10 1.74 0.15 
Seattle 0.58 0.04 1.99 0.09 
Juneau 0.49 0.02 1.77 0.07 
Hawaii 0.58 0.06 1.26 0.09 
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received power polarized orthogonally 

XPI = 10 log 
to the transmitted power 

received power polarized in the same 
sense as the transmitted power 

= 20 log 
(ICI 

sine) 
É I cose 

20 log(sine), for small e 

where É is the original transmitted E field vector. 
Based on Table 6, the daytime minimum and nighttime maximum 

values of the cross -polarization isolation, XPI, at 4 and 6 GHz are shown 
in Tables 7 and 8, respectively. 

6. Overall Cross -polarization Isolation and Its Effect on Signal 
Performance 

6.1 Overall Cross -polarization Isolation 

Cross -polarization is the transfer of energy from one state of polarization 
to the other orthogonal state. Therefore, summation of cross -polarization 
is carried out in terms of the total transmission loss of the desired signal 
due to depolarization. 

For the purpose of this discussion, it is assumed that the original E 
field vector rotates by a° (see Fig. 19) at the first cross -polarizing stage 

SINO. 

1st CROSSPOLARIZING STAGE 

XPI _ 20 LOG C45 a 
SIN a 

SING COS$ 

COSO. SINQ 

SING SING 

2nd CROSSPOLARIZING STAGE 

COS a 
XP12 . 20 LOG 

S I N 

Fig. 19-Geometry of co -polar and cross -polar electric field as the wave passes each 
cross -polarizing stage. 
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(i.e., where only rain -induced differential attenuation is considered) and 
further rotates by /3° at the second cross -polarizing stage, such as the 
Ionosphere. Then the cross -polarization isolations at the first and the 
second stages are expressed as follows: 

cosa 
(XPI)i = 20 log - 29.14 dB, assuming a = 2° [13] 

sina 

(XPI)2 = 20 log 
coso 

25.61 dB, assuming o = 3° [14] 
sino 

The overall cross -polarization isolation is calculated to he (see Fig. 
19) 

(XPI)u,cai = 20 log 

Resultant E vector component 
polarized in the desired direction 

Resultant E vector component polarized 
perpendicular to the desired direction 

= 20 log (cosa coso - sina sin(3\ 

cosa sino + sina coso 

= 20 log 
0.9962 - 21.16 dB 
0.0872 

[151 

Eq. 115] is exactly equal to 20 log[cos(a + o)/sin(a + o)], that is, 20 
log(cos5°/sin5°) if the original vector rotates by 5° from its original at- 
titude. 

Since sina sino is much less than unity, Eq. 1151 can be approximated 
as 

(XPI)u,cai 20 log ( 
cosa coso 

cosa sino + sina cosf3) 

= 20 logsina sino\-' 
\cosa coso/ 

= 20 log (10-(XPII/20 + 10-(XPI)2/20)-) [16] 

which is the expression for the voltage summation of (XPI)1 and 
(XPI)2. Thus, for N cross -polarization stages, each characterized by an 
isolation (XPI)1 of the wanted polarization, the total cross -polarization 
is given by the voltage summation of (XPI)i: 

(XPI)c°thi = 20 log (10-(xPl)1/2o + 10-(xp)),/20 

+ ... 10-(XPl)N/20)-1 [17] 
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Since the characteristic of each cross -polarizing stage is different 
from others in practice, the way E vectors are added together as the 
signal travels through various cross -polarizing stages is a complicated 
problem. However, the worst situation described above can be evaluated 
using Eq. [17] to determine the total cross -polarization isolation. 

As examples of such calculations of cross -polarization on an up or 
down link, two cases are presented below. One case is for a pointing error 
0.1°, and the other for 0.2° for the determination of the cross -polarization 
isolation of an earth station 10-m antenna. As discussed in Section 3, 0.1° 

Table 9 -Uplink and Downlink Cross -polarization Isolations As a Function of 
% Time Availability and the Earth Station Location (Pointing Error 
of 0.1° was Assumed) 

99% 99.9% 99.99% 

Up- 
link 

Down- 
link 

Up- 
link 

Down- 
link 

Up- 
link 

Down- 
link 

Zone 1 Tampa & 22.53 21.44 21.12 20.61 17.17 18.05 
Memphis 

Willmington 22.38 21.33 20.66 20.29 16.47 17.47 
Zone 2 Boston 21.95 21.07 20.36 20.12 16.30 17.17 

New York 22.12 21.17 20.63 20.31 16.77 17.59 
Houston 22.68 21.54 21.75 21.01 18.91 19.30 
Chicago 22.41 21.31 21.19 20.67 17.83 18.44 
Denver 22.59 21.48 21.57 20.90 18.57 19.01 

Zone 3 San Francisco 22.67 21.53 21.88 21.09 19.80 19.86 
Seattle 22.48 21.39 21.51 20.85 19.07 19.35 

Zone 4 Los Angeles & 22.73 21.58 22.00 21.17 20.36 20.22 
San Diego 

Zone 5 Phoenix 22.76 21.58 22.61 21.52 21.86 21.09 
Salt Lake City 22.61 21.49 22.45 21.42 21.57 20.91 
Moscow 22.49 21.42 22.32 21.33 21.33 20.77 

is the maximum pointing error that can be experienced during the nor- 
mal operation of the spacecraft when the earth station maintains a 
pointing accuracy of 0.01° with respect to its initial setting. 0.2° is the 
maximum pointing error when the earth station maintains an initial 
pointing accuracy of 0.04° during spacecraft station keeping. 

The case for the clear weather condition is considered first, and then 
results are modified to include the rain depolarization effect as a function 
of availability and the earth -station locations as shown in Tables 9 and 
10. The worst -case Faraday rotation (winter or fall daytime maximum 
value of the Faraday rotation angle in the year of maximum solar ac- 
tivity) and a polarization isolation of 33 dB for the satellite antenna were 
used throughout the calculation. When the duirnal and seasonal varia- 
tions of the Faraday rotation angle are considered, the availabilities given 
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in the tables are low, because they represent availability associated with 
rain statistics and worst -case Faraday Rotation. The overall system 
cross -polarization isolation can be obtained by combining uplink and 
downlink polarization isolations via power addition for the satellite link 
of interest. 

Table /0 -Uplink and Downlink Cross -polarization Isolations As a Function 
of % Time Availability and the Earth Station Location (Pointing 
Error of 0.2° was Assumed) 

99% 99.9% 99.99% 

Up- 
link 

Down- 
link 

Up- 
link 

Down- 
link 

Up- 
link 

Down- 
link 

Zone 1 Tampa & 19.82 20.20 18.76 19.48 15.60 17.19 
Memphis 

\Villmington 19.70 20.11 18.41 19.19 15.01 16.66 
Zone 2 Boston 19.39 19.88 18.18 19.04 14.87 16.39 

New York 19.51 19.96 18.39 19.21 15.27 16.77 
Houston 19.92 20.28 19.24 19.82 17.03 18.31 
Chicago 19.73 20.09 18.82 19.53 16.14 17.54 
Denver 19.86 20.24 19.11 19.73 16.75 18.06 

Zone 3 San Francisco 19.92 20.29 19.34 19.89 17.73 18.82 
Seattle 19.78 20.15 19.06 19.69 17.16 18.36 

Zone 4 Los Angeles & 19.96 20.32 19.43 19.96 18.18 19.13 
San Diego 

Zone 5 Phoenix 19.99 20.32 19.88 20.26 19.32 19.89 
Salt Lake City 19.88 20.24 19.76 20.18 19.10 19.74 
Moscow 19.79 20.18 19.66 20.10 18.92 19.62 

6.2 Effect of Cross -polarization Isolation on Signal Performance 

In the system under consideration, there are 24 transponder channels. 
If every channel carries traffic, then for any one channel, the adjacent 
cross- and co -polarized channels can generate interference to the desired 
channel, since only these four channels occupy adjacent or overlapping 
portions of the spectrum (see Fig. 20). The interference from the adja- 
cent, i.e., the co -polarized, channels is negligible in most cases, and the 
cross -polarized channels provide most of the interference to the desired 
channel. Since interference from the cross -polarized channels is a 
function of the cross -polarization isolation, the cross -polarization iso- 
lation can be translated into a carrier -to -interference ratio for a given 
traffic model. 

A traffic model is assumed as shown in Fig. 20 and interference from 
cross -polarized channels to the desired channel (TV in this case) is 

evaluated using the cross -polarization isolations shown in Table 9 (for 
a pointing error of 0.1°). Noise -like treatment of interference was as - 
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sumed in the calculation. After the carrier -to -interference ratio is eval- 
uated, the total carrier -to -noise ratio and, thus, the signal-to-noise ratio 
are computed for the satellite link. Interferences from other satellite 
systems are also taken into account for the calculation of the total car- 
rier -to -noise (C/N) ratio based on a basic -5 satellite interference model.20 
Finally the statistical performance of the satellite link is added to the 
common elements (the end link and the radio link) to determine the 
overall performance. This statistical performance provides the system 

sCPC 
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Tr 

II 

ÍrTÍVTTTÍ 

HBR I DATA 

h 

3 MHz +i14. 

FDM - FM 

I 

I.-17 MHz -.T.-17 MHz 

T I V FDM - FM \ 
40 MHz 

Fig. 20-Interference model to a TV channel. 

availability, i.e., the fraction of time that the system is actually capable 
of providing a desired level of video and audio signal to noise ratio (SNR) 
for this case. One example of computed results is shown in Fig. 21.20 

7. Conclusion 

Cross -polarization isolation is a very important parameter in the RCA 
Satcom system and will play an increasingly important role in future 
satellite communications systems. Sources of depolarization encountered 
in the spectrum reuse system are identified and described. The method 
and the procedure described in this paper allows the cross -polarization 
isolation to be predicted in a consistent manner as a function of time and 
earth -station location. In the generation of Tables 9 and 10, which can 
be adopted for system design, several worst -case assumptions are made 
and accordingly, the prediction is conservative. The effect of loss of 
polarization isolation on signal performance is also described briefly for 
a TV signal. Some of the system parameters used in the analysis will 
presumably require frequent updating when more experimental data 
on propagation becomes available. 
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Fig. 21-Statistical performance of video and audio signals as a function of E.S. G/T. 
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Appendix 1-Rain-Induced Depolarization 

Depolarization due to Differential Attenuation 
RA and Rc, which are the components resolved in the OC and OA di- 
rections (see Fig. 8), will experience attenuation and phase shift through 
the rain of path length, L. After passing through rain, these two waves 
can be expressed as 

RA' = Rt singe-crAL cos(wt - I3AL) [181 

Rc' = R1 cosOe_ackcos(wt - l3cL). 

If differential phase shift, /3AL - 13cL, is zero, then Eq. [18] gives, 

99 
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tan* = 
Rc' 

= tan 0e-(«A-ac)L 

9/ = tan -t [tan0e-(aA-ac)L] [19] 

where «A and ac are attenuation coefficients in km -f of the waves po- 
larized along OÁ and OC direction. Since, 

20 loge -"AL = -aA'L (dB) 

20 loge-"eL = -ac'L (dB), [20] 

then, 

20 loge -("A-"(11- = -(aA'L - ac'L) 
= -(aA' - ac')L (dB) 

e-(aA-"c)L = 1og-1 r 
-(aA/ - ac')Ll 

L 20 J' 
[21] 

where aA' and ae' are attenuation coefficients in [dB/km] and (a A' - 
a(.') is differential attenuation in [dB/km]. 

Rc 

Ré 

U RA RA 

Fig. 22-Rotation of the linearly polarized field vector due to differential attenuation. 

Substituting Eq. ]21] into Eq. 

[-(aA' 
[19], 4, becomes 

V = tan -I {t.ano. log -t - «0/1 
20 

Original linearly polarized vector Rf rotates by ö° as shown in Fig. 22, 
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=0-, 
= 0 - tan -1 Itan() log -1 

L-(aA'-ac')L 20 

Cross -polarization isolation due to the rotation of a linearly polarized 
vector is 

XPI = 20 log 
R1' sins' 

20 Iog(sin ó), 
R i cosh 

[221 

for small ó. 

It can he seen that the original linearly polarized vector R1 was rotated 
by ó with reduced amplitude, after passing through rain, the path length 
of which is L. The polarization of the wave remains the same as before. 
The other linearly polarized wave, R2, rotates in the opposite direction, 
and its magnitude of rotation is 

tan()ó=0-tan-1 

log -i 
[-(«A' 

- 
L 20 

Depolarization due to Differential Phase Shift 

The relative phase in Eq. [18], can be rewritten as 

RA' = R1 sin0e-"AL coswt 

= EA coswt 

Rc' = R1 cos0e-"ál cos(wt + ¢) 

=Eccos(wt+0) 
where 

1231 

= I3AL - l3cL. 

(/3A - fic) is the differential phase shift in degree/km. Since 

Rc' = Ec coswt coso - Ec sinwt sirup [24] 

2 
coswt = 

EA 
and sinwt = ± 1 - \ EA / 

[25] 

substitution of Eq. [25] into [24] yields \ 
2 ' 2 , ' 

( 
/ 

+ 
(EA / 

- 
2EAEc 

cos4 = sin -y . [26] 

This is the equation of an ellipse with its centers at the origin and its 
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minor axis inclined with respect to the coordinate axes. Elliptical po- 
larization also has a rotational sense associated with it, depending upon 
the sign of in Eq. [26]. This is summarized as follows21: 

0° < 0 < 180° Ríght Hand Sense 

-180° < < 0 Left Hand Sense 

Either the major axis or minor axis of the ellipse, defined by Eq. [26], is 

inclined by an angle 12 from the OA axis where21,22 

r2EAEL. cos0 
S2 = 1/2 tan -1 

E12 -E J, 

c2 
[27] 

and the axial ratio, 

AR = 
Major Axis 

Minor Axis 

= tan[1/2 sin -1(± sin2p sink)], 1281 

where tanp = Ec/EA. If cp is zero (differential phase shift is zero), Eq. 
]26] yields the relationship shown in Eq. [19]. 

Substitution of EA(= R1 sinOe-aAL) and Ec(= R1 cos0e-acL) into 
Eqs. [27] and [28] yields 

12 cotOe(aA-ac)L cosgi 
S2 = 1/2 tan -1L 

1 - cot20e2(aA-ac)L J [29] 

AR = tan11/2 sin -1 (± sin2p sin¢)], 

where 

tanp = cot()e("A-,rc)L [30] 

If the differential attenuation, (ail - ac)L is zero, Eqs. [29] and [30] 
become 

where, 

52 = 1/2 tan- 
r 2 cotí) cowl)] 

131 ] 
LL 

1 - cot20 J 

AR = tan] 1/2 sin -1(f sin20 sino)] [32] 

tanp = cot/), i.e., p = 90° -O 
= (IAA - lic)L, (13A - (3c) being differential phase shift in 

[degree/km] 

0 = canting angle and 90° _< sin-1(sin20 sin(P) _< 180, for AR > 
1. 
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It can be concluded from the above that the differential phase shift in- 
troduces an axial ratio deterioration. At the same time, the major axis 
of the polarization ellipse rotates by an angle, 5, relative to the original 
attitude of the linear polarized field vector as shown in Fig. 8. This angle, 
5, is shown below: 

5=B-(90°-St) 
=O+S2-90°. [33] 

It is interesting to note that if = 0 (no differential phase shift), the 
axial ratio AR becomes infinitive. This is the case for linear polariza- 
tion. 

Appendix 2-Determination of the Geomagnetic Field Parameter 

At a point in space p which is dependent upon its altitude h, azimuth 
of the earth station a, and elevation of the earth station 13, there is as- 
sumed to exist a geomagnetic field vector B. The magnitude and orien- 
tation of this vector are defined by the magnetic flux density B, incli- 
nation (or dip angle) I, and declination D at p. These parameters can 

p HORIZONTAL 

400 km = hm 

. 

/////i/I,i/ITr7T77 
EARTH 

0 

Z 

E 

P" 

AS VIEWED FROM 
ABOVE 

Fig. 23-Orientation of magnetic inclination and declination. 

be determined from the magnetic field model described in Refs. 1171 and 
[18] if the longitude, latitude, and altitude of point p are known. 
Therefore, the longitude, latitude, and altitude of p have to be deter- 
mined. 

Let the surface projection of p be p' and ..SA and ,O he the latitudinal 
and longitudinal separation from the earth station site S as shown in Figs. 
23 and 24. These separations are computed with the aid of spherical 
geometry as shown in Figure 24.23 

=c-a/2+X [34] 

sins sink\ 
- = sin -t ( 

1 [35] 
sine / 
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^GEOGRAPHIC NORTH POLE 

EARTH 
TATION 

TOTAL ANGULAR 
SEPARATION, r 

Fig. 24-Spherical geometry considerations. 

where c = cos -i [cos/'cos(Tr/2 - A) + sin/"sin(a/2 - A) cosa] and A is the 
latitude of the earth station site. 

The total angular separation /' is required in the determination of the 
projected point in accordance with Eqs. [34] and [351 and is also involved 
in the correction of nonzenith propagation. The total angular separation 
is given by 

= cos-' 
R 

\R + h, cosí31 - 13. [36] 

The geometrical justification for this equation is given in Fig. 25, 
which illustrates the equivalence of Rcos0 to (R + h,,,) cos(i + 13). As 
discussed in section 5.1, the ionospheric mean height, h,,, was chosen to 
be about 400 km. 

hm = 400 km 

R = 6370 km 

RAY PATH 

EARTH STATION 

GREAT CIRCLE R COS 8 = (R+hm) COS (L+8) 

Fig. 25-Geometry Illustrating the equivalence of R cos/3 and (R + hm) cos(C + 0). 
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In order to solve Eqs. 1341, [351, and 1361, the azumith a and the ele- 
vation 13 of the earth station, shown in Figs. 24 and 25, have to he deter- 
mined. A computer program was developed to give a and ,3 for any earth 
station site if the longitude and the latitude X of the earth station site 
and the satellite location are provided as the input data. Once the values 
for a and fi are substituted into Eqs. 1351 and [36], Eqs. 1341 and [351 can 
be solved for ..SA and ,O. It can also be noted that the longitude and the 
latitude of p are identical to those of p', since p' is the surface projection 
of p on the earth. 

Since the latitude, longitude, and the altitude of the point p can be 
specified as A + + ,gyp, and 400 km, respectively, the magnetic pa- 
rameters at the point p such as B, /, and D can be obtained using the 
magnetic field model. The magnetic field parameters (hm, I^) are then 
expressed: 

'h(h,,,, 1') = B cos() csc(r+ 13), evaluated at the point p(hm = 
400 km) 

where B is the magnetic flux density in Wb/m2, O is the angle between 
the ray path I' and the geomagnetic field vector B,1 -is the total angular 
separation between the earth station site and the appropriate space point 
p, and fi is the elevation angle of the earth station. The factor B cos() is 
the component of the geomagnetic field vector B along I' at the space 
point p. The compensation for nonzenith propagation is incorporated 
in the csc(/' + f3) term. 

To calculate the angle between the ray path I' and the geomagnetic 
field vector B at the space point p, it is convenient to use a coordinate 
system that has its origin at p. Since the coordinate system used to define 
magnetic field parameters is identical to that used to define the earth - 
station elevation and azimuth angles, it is necessary to determine the 
elevation and the azimuth angles at the point p as if the radius of the 
earth were (6370 + 400) km long. This can he done by using the same 
computer program that was used to determine the earth station azimuth 
a and the elevation ¡3. In this case, the computer program was modified 
such that the radius of the earth is (6370 + 400) km. 400 km is the alti- 
tude of the point p above the earth (radius 6370 km). The longitude and 
the latitude of the point p, which have to he provided as input data, were 
previously determined. The elevation and azimuth thus determined at 
the point p are designated as (3' and a', respectively. Elevation angle /3' 

obtained in this way is identical to the value of (1- + fi), which was ex- 
pected from Figs. 14 and 25. 

After finding the dip angle I and the declination /) of the geomagnetic 
field vector at the point p, and the elevation f3' and the azimuth a' of the 
point p, the angle, O between the ray path I' and the geomagnetic field 
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vector B can be determined from Fig. 26 as follows: 

E) = cos- I (Xi X2 +µtµ2 + vtv2) 

where 

Al = sin(90 - 31) cosal 

µ1 = sin(90 -131)sinai 

vi = cos(90 -131), 

at and 31 being a' and 3', respectively. Also 

A2 = sin(90 - 1132) cosa2 

P2 = sin(90 - /32) sina2 

v2 = cos(90 - /32) 

cr2 and 3, being D and -/, respectively. 

VERTICAL ' Z.";O 4 

(al,ul,vl) 
O 

I 

y 
{' rí \ 

11 

('p 92,v2) 

J 'I ,} B MAGNETIC FIELD VECTOR 
SO 11 

Lá_1' 

> EAST 

1371 

Fig. 26-Coordinate system used to calculate the angle between the ray path [' and the 
geomagnetic field vector. 

(A1, µt, 1/1) and (A2, µ2, v2) are the direction cosines of the ray path 1' 

and the geomagnetic field vector B in the coordinate system defined as 

shown in Fig. 26. The angle, E) and the function 41(400, I') are tabulated 
in Table 5 for various earth -station sites. The angle between ray path 
I' and the geomagnetic field vector B is about 175° for the transmitted 
wave from San Diego to the satellite, which is located at 119° W in the 
equatorial orbit. 
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Properties of Amorphous Silicon and a -Si Solar 
Cells * 

D. E. Carlson, C. R. Wronski, J. I. Pankove, P. J. Zanzucchi, and D. L. 
Staebler 

RCA Laboratories, Princeton, N.J. 08540 

Abstract-Discharge-produced amorphous silicon and thin-film a -SI solar cells are char- 

acterized by a series of property measurements. Film properties measured include 

optical absorption, resistivity, photoconductivity, and photoluminescence. The 

solar cells are characterized by I -V and C -V measurements (dark and illuminated) 

and also by measurements of the photocurrents as a function of wavelength and 

bias. 

Introduction 

A new type of solar cell has been developed at RCA Laboratories using 
amorphous silicon (a -Si) deposited from a glow discharge in silane 
(SiH4). t2 These solar cells utilize pm of a -Si and have been fabricated 
in heterojunction, p -i -n, and Schottky -barrier structures on low-cost 
substrates such as glass and steel. 

Discharge -produced a -Si has optical and electronic properties that 
are ideally suited for a solar cell material. The optical absorption coef- 
ficient is significantly larger than that of crystalline Si over the visible 
light range' and therefore most of the solar radiation with A < 0.7 pm 
is absorbed in a film -'1 pm thick. 

The electronic properties are exceptional for an amorphous semi- 
conductor and can he attributed to the low density of defect states within 
the energy gap. This low density of gap states appears to be due partially 

Research funded by the Division of Solar Energy of the U. S. Energy Research and Development Ad- 
ministration, under Contract No. EY-76-E-03-1286 and RCA Laboratories, Princeton, New Jersey 
08540. 
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to the discharge kinetics and partially to compensation of dangling bonds 
by hydrogen. Consequently, the carrier lifetimes in discharge -produced 
a -Si are expected to he significantly longer than in other amorphous 
semiconductors with comparable energy gaps, and, in fact, the electron 
recombination lifetime has been estimated to be -10µs.3 The hole dif- 
fusion length appeµrs to be sufficient to allow efficient collection of 
photogenerated carriers within a film thickness of -1'1.m.' 

The low density of gap states also allows the Fermi level to he moved 
easily with respect to the band edges by means of an external field, 
substitutional doping, or a Schottky barrier. Thus, built-in potentials 
on the order of 1.1 V have been measured in p -i -n devices,4 and harrier 
heights of -1.1 eV have been obtained with Pt Schottky barriers on a- 
Si.5.6 These later devices have exhibited open -circuit voltages in excess 
of 800 mV. 

Process Technology 

The a -Si was deposited from a glow discharge in silane (SiH4). The dis- 
charge could be produced (1) with a dc system with the substrate at or 
near the cathode, (2) in an electrodeless system using an external rf coil, 
or (3) in an rf capacitive system where the substrate is located on one of 
the capacitor plates. 

The depositions were performed at pressures of 0.5 to 2.0 Torr of SiH4. 
In the dc discharge, the current density at the cathode was in the range 
0.2 to 3.0 mA/cm2 with voltages in the range of 600 to 1500 V. 

Both doped and undoped a -Si films with thicknesses in the range of 
0.1 to 3.0 µm have been deposited. The films were deposited at substrate 
temperatures varying from 200° to 420°C. Dopants such as B2H6, PH3, 
AsH3, Sh(CH3)3, and Bi(CH3)3 have been investigated using discharge 
atmospheres containing 0.1% and 1.0% by volume of the dopant gas in 
SiH4. 

A number of conductive materials have been evaluated to determine 
the best substrates for a -Si cells in terms of low contact resistance and 
stability of the a-Si/substrate combinations at 450°C. The best sub- 
strates are stainless steel, Nb, Ta, V, Ti, Cr, and Mo. 

The maximum substrate temperature is <500°C for all investigated 
substrates; even films deposited at lower temperatures show poor pho- 
tovoltaic characteristics when annealed at -'500°C. The upper limit of 
500°C for depositions may be due to a change in the short-range struc- 
ture of the a -Si. An analysis of an a -Si film on a Nb foil using differential 
scanning calorimetry (DSC) indicated a small broad exothermic tran- 
sition starting at -'540°C and peaking at ^590°C for a heating rate of 
10°C/min. However, a large exothermic peak was observed at ^665°C, 
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which is the crystallization temperature for a -Si on Si02 for comparable 
heating rates. A -Si films deposited at 500°C and other a -Si films de- 

posited at 350°C and annealed at 620°C for 5 min. were examined by 

electron diffraction and were found to be amorphous. 

Properties of a -Silicon 

(a) Optical Properties 

The reflection and transmission data for various a -Si films were obtained 
with a spectrophotometer*, and the absorption coefficients and refrac- 
tive indices were calculated from a computer program based on Ref. [7]. 

The a -Si films were typically 900 A thick (on Si02 substrates) which 

ensured good accuracy for wavelengths in the visible range but not in 

the infrared (where a < 104 cm -l). 
Both the absorption coefficient and the refractive index have been 

measured for a -Si films deposited at substrate temperatures varying 
from 200° to 420°C using both dc (with a cathodic screen) and elec- 

trodeless rf discharge systems. Fig. 1 shows that the absorption coeffi- 
cient for rf-produced films increases with increasing substrate temper- 
ature. A film deposited at ̂ 200°C exhibited values very close to the data 
for the film deposited at -325°C. The data of Loveland et al3 is for a film 

deposited at room temperature. When films deposited at ^320°C were 

annealed for 15 min at 400°C in a He -H2 atmosphere, the absorption 
coefficients increased toward the values observed for films deposited 
at -420°C., 

Boron doped films (from 1% B2H6 in SiH4) exhibit an absorption 
coefficient that is twice as large as that of undoped films at d = 0.43µm 
and ten times as large at X = 0.7 µm (for substrate temperatures of 
^-330°C). Phosphorous doped films (from 1% PH:; in SiH4) exhibit ab- 
sorption coefficients midway between those of undoped and boron -doped 
films. 

The refractive index of rf-produced, undoped a -Si films is the same 
as single -crystal Si for T., ^ 200°C over the wavelength range of 0.4 to 
0.8 pm. However, as Ts increases, the refractive index increases and is 

roughly 10% larger at Ts = 420°C. 

(b) Resistivity and Photoconductivity 

The samples for resistivity measurements were fabricated by depositing 
a -Si on a four -parallel -strip Cr pattern on Si02. The resistivity was 

Carey Model 14R. 
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measured in a dry nitrogen atmosphere from 26° to 200°C using elec- 
trometers to monitor the voltage and current. 

The phosphorus -doped films were the most conductive with p = 53 
ohm -cm for a film deposited in a SiH4 atmosphere containing 1% PH3. 
This film also exhibited the lowest thermal activation energy for an n+ 
film (Ea 0.17 eV in p = p0e-Ea/kT). The most conductive boron -doped 
films were produced by a discharge in SiH4 containing 1% B2H6. The 
characteristic resistivity and activation energy were respectively p ^- 
2.5 X 102 ohm -cm and Ea 0.14 eV. 

6 
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5 
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a 
( cm I ) 

104 

3 
10 

0.4 

\ T5= 325°C 
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CRYSTAL Si 

0.5 0.6 
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Fig. 1-Optical absorption coefficient of a -Si as a function of wavelength for different de- 
position temperatures. 

0.7 

While the dark resistivity shows a strong dependence on 7' 4j the de- 
pendence of the photoconductivity (aL) on Tti ís much weaker. The ac- 
tivation energies for undoped films are large in the dark and decrease 
as Ts increases. (Ea decreases from -0.8 eV to -0.5 eV as T, increases 
from 200 to 400°C). When the film is illuminated, Ea is -0.05 eV. The 
photoconductivity varies with light intensity as ay, a(intensity)y. At 
AMI, ay, ranges from 1.3 to 5.6 X 10-4 (ohm -cm) -t, and y ranges from 
1.0 at low light levels to 0.5 near AMI intensities. 
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Fig. 2 shows how vL varies with intensity for a dc -produced film de- 
posited at T, = 350°C; the film thickness was µm. With white light 
the short wavelength photons will be strongly absorbed at the surface. 
A red filter (A > 0.625µm) is used to assure relatively uniform absorption 
throughout the film thickness, so that volume generated photoconduc 
tivity can be measured. 

E 

b 

A o WHITE LIGHT 

B o X > 0.625µm 

l0"S 

10-6/°.......1 .,u.I 
10-3 10-2 10-1 

RELATIVE INTENSITY (SUNS) 

Fig. 2-Photoconductivity versus light intensity. 

1 

Since the contacts are ohmic (electron injecting), the photoconduc- 
tivity measured at a given flux (A = 0.61 µm) can be used to estimate the 
electron recombination lifetime (r). Assuming a drift mobility8 of -5 
cm2/V-s, r is in the range of 1 to 10 µs for several undoped a -Si films 
at -0.01 AM1 illumination. 

(c) Photoluminescence 

The photoluminescence was excited by an Argon laser (80-mW out at 
= 0.488 µm). The measurements used a quartz -prism spectrometer, 

a cooled photomultiplier, and lock -in detection. The a -Si films were 
mounted on a cold finger which could be cooled to 78 K. A typical 
emission spectrum of an undoped layer is shown in Fig. 3. The photo- 
luminescence peaks at 1.28 ± 0.08 eV, and exhibits an external quantum 
efficiency of 10-3 (corresponding to an estimated internal quantum ef- 
ficiency of -10%). 

Increasing dopant concentrations cause the photoluminescence in- 

tensity to decrease, and films deposited from atmospheres containing 
-'1% of B2H6 or PH3 in SiH4 do not exhibit a signal. The substitution 
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of D2 for H2 in a discharge atmosphere, also containing 10% SiH4, causes 
the photoluminescence peak to shift up in energy by ^-0.1 eV (Fig. 3). 
The emission spectrum shifts to lower energies with increasing tem- 
perature at a rate dE/dT = -2.5 X 10-4 eV/°K. The temperature de- 
pendence of the emission intensity gives an activation energy of 0.116 
eV for nonradiative recombination consistent with the data of Engemann 
and Fischer.9 

20 1.5 
hv (eV) 

1.0 

Fig. 3-Photoluminescence spectrum of undoped and 0 -doped a -Si. 

Annealing a film deposited at 350°C first at 200°C for 5 min. and then 
at successively higher temperatures causes the photoluminescence in- 
tensity to increase for annealing temperatures up to 450°C; no signal was 
observed after 5 min at 500°C. 

(d) Electroluminescence 

Forward biased p -i -n diodes and Schottky barrier diodes emit radiation 
having a spectrum identical to that obtained by photoluminescence. The 
emission intensity increases sublinearly with the current through the 
diode (Fig. 4). The emission spectrum, however, does not change while 
the current is varied, (Fig. 5). 

(e) Diffusion Coefficients 

Compositional profiles of a -Si solar cells have been obtained using Auger 
electron spectroscopy and secondary ion mass spectroscopy (SIMS). 
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Fig. 4-Variation of emission intensity with Current through the diode. 

These profiles have been analyzed to obtain the diffusion coefficients 
for dopants and impurities in a -Si at the deposition or annealing tem- 
peratures, and these data are shown in Table 1. 

Device Properties 

(a) Efficiency 

A conversion efficiency of 5.5% was obtained for a Pt Schottky -harrier 
cell in sunlight of 65 mW/cm2. The cell was constructed by first depos- 

Table /-Diffusion Coefficients* in a -Si 

Diffusing 
Species T("C) D (cm' Is) 

Pd 180 2.6 x 10-' S 

0 250 <3.0 x 10-'" 
P 350 4 X 10-'° 
Sb 400 2.3 x 10' 
B 400 10- ' 

*These coefficients are all much larger than the values found in single -crystal 
Si; e.g., Dsi, (1030°C) _ 10-1s cm2/s in single -crystal Si while we find a com- 
parable diffusion coefficient in a -Si at a much lower temperature (-400°C). 
The larger values are probably due to the more open structure of the a -Si. 
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Fig. 5-EL spectrum at two currents through the diode. 

iting a phosphorus -doped layer (-0.1 pm thick) and then an undoped 
layer (-1.0 p thick); the Schottky barrier was formed by the electron 
beam evaporation of a 45-A Pt film. A Pd contact pad (-800-A thick, 
area 0.5 mm2) was evaporated onto one side of the Pt dot leaving an 
active area of 1.5 mm2, and finally -450 A of Zr02 was deposited as an 
antireflection coating. The illuminated I -V characteristics are shown 
in Fig. 6; four dots within an area of -1 cm2 exhibited similar charac- 
teristics to within 10%. 
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k> 5 a 
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0 I 1 

0 0.1 0.2 
I 1 1 

0.3 0.4 0 0.5 .6 

VOLTS 

FF=0.58 

1 I 

0.7 0.8 0.9 

Fig. 6-Illuminated I -V characteristics of a Pt Schottky -barrier cell in sunlight of 65 mW/ 
cm2. 
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The largest value of VC to date is 865 mV for an Ir Schottky barrier 
on an rf-produced film deposited at ^-300°C. The fill factors are usually 
in the range of 0.5-0.6 in sunlight, but values as high as 0.70 have been 
measured in blue light (filtered sunlight). 

Fig. 7 shows the dependence of Vc. on metal work function for a series 
of Schottky barriers on a -Si films. (The metal work functions were taken 
from Ref. 110]). A plot of the barrier height versus the metal work 
functions shows a similar dependence, and the slope indicates a density 
of surface states comparable to that of single -crystal Si. 

900 
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(mV) 
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IN 8x10 9 
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300- Nf/ I 

Cr //I 
200 -Al / r 1 

100 

Rh 

0d 

Au / 

Pt 

I 1 t 1 

0 4 2 4 4 4.6 4.8 5.0 5.2 5.4 5.6 
METAL WORK FUNCTION (eV) 

Fig. 7-Open-circuit photovoltage versus metal work function. 

(b) Dark I -V Data 

According to the diffusion theory of metal-semiconductor rectification, 
the saturation current density is given by: J = B exp(-q0/kT) where 
0 is the barrier height. The dark I -V data in Fig. 8 yields barrier heights 
between 1.05 eV for Pt and 0.8 eV for Cr.5 The devices are series -resis- 
tance limited in far forward bias and the inset of Fig. 8 shows that the 
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built-in potential (V0) is ^-0.50 V for Pt and -0.25 V for Cr and a series 
resistance Rs 1-2 X 103 ohm cm2. Similar values for V0 are obtained 
from plots of 1/C2 versus V.6 The dependence of Rs on temperature in- 
dicates a position of the Fermi level with respect to the conduction band 
of to - EF ^- 0.53 eV. Hence, (dpt,cr = V0 + Ec - EF + (kT/q) = 1.05, 0.8 
is in excellent agreement with the values determined from Jo. 

10-s 

10-6 

10-9 

10-10 

0.1 0.2 0.3 0.4 
V (VOLTS) 

0.5 

Fig. 8-Dark I -V characteristics of several Schottky -barrier cells. 

0.6 

The harrier height on a -Si is generally -'0.3 eV higher than on sin- 
gle -crystal Si for the same metal evaporation. This is due primarily to 
the larger bandgap of a -Si (-1.6 eV versus 1.12 eV for crystalline Si). 

The diode characteristics shown in Fig. 8 are close to those of an ideal 
diode with diode quality factors of 1.0 to 1.2. Thus, negligible recombi- 
nation is occurring in the metal/a-Si junction. In Jse versus Vo, mea - 
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surements, the diode quality factor is also close to unity, and the expo- 
nential behavior extends to current densities of .?....10-2 A/cm2. The ex- 
tension of the exponential region is due to the photoconductive effect; 
the data of Fig. 8 shows that the dark current density becomes series - 
resistance limited at -10-4 to 10-5 A/cm2 due to a bulk resistivity of -107 
ohm/cm in the quasi -neutral region. However, in AM1 illumination this 
resistivity decreases to <104 ohm -cm (see Fig. 2). 

'(c) Photocurrents 

Because the hole lifetimes in a -Si are much shorter than in crystalline 
Si, the barrier field plays a much more important role than in single 
crystal Si cells." Efficient collection of photogenerated holes in a solar 
cell occurs only within the extent of the barrier region, W1, plus ap- 
proximately a hole diffusion length, Lp. In a cell having thickness, L, 
essentially all the carriers generated in the quasi -neutral region (L -WA) 
are lost if Lp « (L - WA). Since WA depends on the bias, V, the pho- 
tocurrent JL (V) is a function of bias when Lp is «[L - WR(V)I and Lp 
« 1/n. The results of a cell structure where Lp « [L - WA(V)1 and Lp 
< WR(V) are shown in Fig. 9, where the photogenerated carriers are only 
collected from the region WA(V). Fig. 9(a) shows how the ratio JL/Jsc 
increases with reverse bias for illumination at different wavelengths, and 
Fig. 9(b) shows the corresponding depletion width (measured in the 
dark). Thus, the collection efficiency (and JL) for short wavelength 
photons saturates, since all photons are absorbed within WA, while the 
collection efficiency of long wavelength photons varies with WA. The 
corresponding AM1 1-V characteristics show poor saturation and low 
values of the fill factor (JL decreases significantly under forward bias 
due to the decrease in WA). 

In other cells, the dependence of JL/J.. on reverse bias is not very 
strong even for red light, and in these cells Lp is an appreciable fraction 
of the cell thickness. These cells also exhibit relatively good values of the 
fill factor (-0.55 to 0.61). 

(d) Capacitance -Voltage Data 

Fig. 10 shows plots of 1/C2 versus V for a cell in the dark and under 0.02 

AMI illumination. The depletion width at zero bias decreases from ---0.4 

µm in the dark to ---0.15µm in the light due to a net positive charge from 
photogenerated holes in the barrier region. However, JL was relatively 
insensitive to bias and exhibited a linear dependence on light intensity 
up to AM1 illuminations, indicating that Lp is a few tenths of a micron. 
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Fig. 9-(a) Relative photocurrent as a function of reverse bias for different wavelength il- 
lumination and (b) dark depletion width versus reverse bias. 

A similar estimate for LP was obtained by using the optical absorption 
data to fit the measured collction efficiency as a function of wavelength; 
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Fig. 10-Plots of 1/C2 versus V for a diode in the dark and in 0.02 AM1 illumination. 
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i.e., only carriers generated in the first 0.3µm are collected, and thus J 
nt 12 mA/cm2. 

(e) Life Tests 

A Pd Schottky -barrier cell has shown no degradation after 4900 hours 
of continuous illumination of -75 mW/cm2; p -i -n cells have remained 
stable after more than 18 months on the shelf. 

Pt Schottky -barrier cells where the a -Si was etched in buffered HF 
prior to the Pt evaporation have shown no degradation after heating in 

air at 200°C for 15 min. J.. remained constant after heating to temper- 
atures as high as 400°C for 15 min, but V«. started to decrease after 
heating to temperatures ..250°C. 

Discussion 

Since the optical absorption coefficient increases with increasing sub- 
strate temperature, larger values of J8 should result for deposition at 
higher temperatures. However, substrate temperatures must be kept 
below ^-500°C since films deposited or annealed at this temperature 
show poor photovoltaic characteristics. Another difficulty is that im- 
purities can diffuse into the undoped layer at high substrate tempera- 
tures and degrade the photovoltaic properties. 

The optical absorption data for a film deposited at 420°C can be used 
in conjunction with the solar spectral distribution to estimate a theo- 
retical limit for J. of -24 mA/cm2 (assuming 100% collection efficiency 
for photons absorbed in a light path of 2µm). 

The resistivity measurements suggest that phosphorus -doped films 
should act as the best n+ contacting layers, since they have the lowest 
resistivity and the lowest activation energy. Even the most conductive 
phosphorus -doped films exhibited activation energies of -0.17 V indi- 
cating that not all the phosphorus goes into shallow donor sites. This 
hypothesis is confirmed by the drastic decrease observed in the photo- 
luminescence signal as the PH3 content of the discharge atmosphere 
increases. This observation can be interpreted by assuming that the 
density of recombination centers increases as the phosphorus content 
increases. These centers may be due to fully compensated phosphorus 
atoms (i.e., bonded to five Si atoms), clusters of phosphorus atoms, or 
phosphorus-hydrogen complexes in the a -Si. Further support for the 
above hypothesis comes from collection efficiency measurements in p -i -n 

devices (where lifetime degradation appears to occur in the doped layers) 
and from the increased optical absorption observed in the infrared for 
doped films. 
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The isotope effect observed in photoluminescence indicates that a 
state associated with bonded hydrogen is involved in the radiative 
transition. Since the Si -Si and Si -H bond energies are almost the same 
(within 2% for the diatomic molecules), the compensation of dangling 
bonds by hydrogen may shift the defect states to energies close to the 
conduction and valence bands. The photoluminescence signal may then 
arise from a radiative transition between these localized states. These 
states rather than the hypothesized tail states may be limiting the 
built-in potential and hence V«. The hypothesis that tail states are not 
involved in luminescence is supported by the absence of a spectral shift 
when the excitation intensity is varied. 

The photoconductivity data indicates monomolecnlar recombination 
through centers near eF at low light levels, and at light intensities ap- 
proaching AM1 the photoconductivity becomes sublinear due to de- 
creasing electron lifetimes. The series resistance of a quasi -neutral region 
in the bulk a -Si should not be a limiting factor for properly constructed 
cells due to the photoconductive effect. Since a 10-4 (ohm -cm)-' for 
AM 1 illumination (see Fig. 2), the series resistance of a quasi -neutral 
region -1 µm thick is <1 ohm for a 1 cm2 area. Thus, the resistance of 
a quasi -neutral region should not significantly limit the conversion ef- 
ficiency of an optimized a -Si cell. 

The dependence of V on metal work function (see Fig. 8) indicates 
that the best conversion efficiencies will he achieved with cells using Pt 
or Ir. The larger values of V0, obtained in some samples may be due to 
a lower density of defect states near the conduction and valence bands 
or a smaller density of surface states, thus allowing a greater built-in 
potential. 

Since a value of 865 mV has been obtained for Von, a practical limit 
might be closer to 900 mV rather than 800 mV as originally assumed.' 
Since the theoretical fill factor (FF) for an ideal diode is ^-0.87, the limit 
for the efficiency of an a -Si solar cell is given by nAM i ^ (FF)Js, Von. 

(0.87)(24)(0.9) = 18.8% assuming 100% collection efficiency in a 1 -µm - 
thick cell with a reflecting back contact. For an average transmission of 
^-90% into the cell, the limiting efficiency becomes ^-17%. 

The major factor limiting the conversion efficiency to 5.5% is the small 
hole diffusion length, Lp. As discussed earlier, the photocurrent is de- 
termined by the depletion width (We) if Lp is small; i.e., only electron - 
hole pairs generated within WR will be sufficiently collected so both Jsc 
and the fill factor will be less than predicted for the ideal diode. The fill 
factor is reduced since JL decreases as WH decreases in forward bias. 
This effect is relatively insensitive to light intensity unlike the effect of 
a high series resistance. 

Our best cells exhibit relatively good reverse saturation and good fill 
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factors (-'0.55 to 0.61), and in these devices Lp WR(0) 0.3 pm. The 
optical absorption data predicts that J.,. should be -'15 mA/cm2 for 10096 

collection efficiency in -0.3 pm of a -Si. Assuming the average trans- 
mission is actually -8090, the predicted value of Js, is -12 mA/cm2 which 
is the observed value at AM1 intensities. Thus, an improvement in Lp 
by a factor of -3 should increase J. by 6096 for a 1 -pm cell (in this case 
an appreciable amount of red light that is reflected at the back contact 
can also be absorbed). A significant improvement should also be observed 
in the fill factor. 
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Electron Trapping Noise in SOS MOS Field -Effect 
Transistors Operated in the Linear Region* 

S. T. Hsu 

RCA Laboratories, Princeton, N.J. 08540 

Abstract-The theory of generation -recombination (g -r) noise in field-effect transistors is 

extended to explain low -frequency trapping noise due to trap state at the space - 
charge region of thin-film MOS FET's. The trap state most susceptible to fluctuation 
is found to be one-third occupied. Only nearly one -third -occupied trap states 
contribute significant noise to the device. It is shown that the trap -state energy, 
the trap -state density, and the capture cross section of the trap state can be de- 
termined from noise measurements. 

The characteristic of electron trapping noise on p -channel thin film MOSFET's 
is found to be very complex. This electron trapping noise is strongly related to 
the electrical properties at and near the silicon -sapphire interface. 

1. Introduction 

It is well understood that in a field-effect transistor made on a bulk 
semiconductor, the carrier trapping effect in the depletion region of the 
device is negligible compared to the effect of the generation of elec- 
tron-hole pairs in that region. Consequently, bulk trapping noise has 
not been a problem in bulk MOSFET's. Generation-recombination (g -r) 
noise in FET's has been studied very extensively during the past decade. 
The g -r noise in conduction channel was first studied by van der Zie1.1 
Sah2 published the first theoretical work on g -r noise due to g -r centers 

' This work was supported by Air Force Avionics Laboratory, Air Force System Command, Wright - 
Patterson Air Force Base, Ohio, under Contract No. F33615 -73-C-1117. 
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located in the depletion region of field-effect transistors. Lauritzen3 
performed extensive experimental work on g -r noise in FET's. To the 
author's knowledge, trapping noise in FET's has not been studied in any 
detail. 

In a previous paper,4 we reported that the low -frequency excess noise 
in an SOS (silicon -on -sapphire) MOS FET is dominated by electron 
trapping noise if the frequency is larger than a few tens of hertz. We also 
found that the electron trap state is located at 0.65 eV below the edge 
of the conduction band and that in an SOS film the density of trap states 
is much larger than the density of g -r centers. In this paper, we present 
a simplified model for trapping noise in SOS/MOSFET's operated in 
the linear region. The results provide an understanding of trapping noise 
in the device when it is operated in the saturation region. It is also shown 
that the noise measurement at the linear region is an excellent method 
for measuring the density, the capture cross section, and the energy of 
the trap state in SOS films. 

2. Theory 

Only the effect of deep electron trap states on SOS MOSFET noise will 
be considered. The same theory can be applied to the deep hole trap 
states effect. The mechanism for electron trapping noise in n -channel 
SOS MOSFET's is different from that of p -channel devices. We shall 
discuss electron trapping noise in n -channel devices first. 

We assume that in the linear region of operation the silicon film is 
completely depleted, and the sapphire substrate is at least an order of 
magnitude thicker than the silicon film. The quasi -Fermi level of electron 
trap states in the depletion region is assumed to be equal to the Fermi 
level in the neutral region. The electron distribution function in the trap 
state, ft, is given by 

ft = N = [1 + exp(Et -Epp- 9V)/kT]-1, [1] 

where Alt is the trap state density, nt is the trapped electron density, V 
is the static potential at the given point with respect to the neutral region, 
and Et and Epp are the trap energy and the Fermi -level of holes, re- 
spectively. All energies are referred to the edge of the conduction 
band. 

It is appropriate to assume that free electrons in the conduction band 
are under quasi -thermal equilibrium condition. The electron density 
is, therefore, able to recover its equilibrium value in a very short time 
after it is perturbed by the fluctuation of charge density at the trap states. 
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From the g -r noise theory,5 the time constant for the charge density 
fluctuation in the trap states at the depletion region is 

T = ftn 
, [2] Cnl 

where C is a constant equal to the product of capture cross section and 
the thermal velocity of electrons, n1 is the free electron density when the 
electron Fermi -level is located at the trap energy, and hp = 1 - ft. The 
variance of the fluctuation of the trapped electron density is 

Var nt = NtftftP. [31 

The spectral intensity of the fluctuation of the trapped electron density 
is, therefore, given by 

4r Var nt 
.Sn, (w) - [4] 

1 + 0)27.2 

This noise spectrum has a frequency -independent low -frequency plateau 
followed by an f-2 frequency dependent region as is in the case of g -r 
noise. Consequently, from a single noise spectrum measurement one 
cannot discriminate between trapping noise and g -r noise. The low - 
frequency plateau of the trapping -noise spectrum has a maximum value 
of 

Sn,(0) Max - 27 Cn 

at ft = 1/3. The trap state most susceptible to fluctuation is one-third 
occupied. This is one of the main differences between trapping noise and 
g -r noise. In the case of g -r noise, the state most susceptible to fluctuation 
is half occupied.8'7 

The fluctuation of charge density at the depletion region causes a 

fluctuation of surface potential. According to Sah,2 this relationship is 

given by 

16 Nt 

1Js2 
= A \/ 2 Sn`(w)X12,X' 

151 

[6] 

where X1 is the distance between the location of the noise source and 
the conduction channel, ,X is the incremental distance toward the 
channel, and A is the gate area. The relationship between the carrier 
density at the surface inversion layer and the surface potential is8 

Qn = -(VG - VFB - Vs)Co - QB. 17] 

Therefore, 
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= C0.5 Vs, [8] 

where VG is the gate voltage. If VD is the drain bias voltage and Z and 
L are the width and the length of the gate, respectively, the spectral in- 
tensity of the fluctuation of the output current is 

S; (w) = 
(ZqµVDC0)2 4NcfcfcnX 12.5X 

LE f 2 
Cn1A(1+w2C22 

To obtain the total output noise we must integrate Eq. [9] through the 
depletion region. Since the trap state most susceptible to fluctuation is 
one-third occupied, the Fermi-Dirac distribution function must be used 
for 1, and jip. The relationship between X1 and the local voltage, V, is 
also a very complex function. The charge density in the depletion region 
is equal to the sum of the densities of ionized donor states and the 
trapped electrons. The charge density is, therefore, not uniformly dis- 
tributed through the space -charge region. The integration of Eq. [9] can 
only be made by computer. An approximate solution is desirable. 

It can be shown that the mean square output noise current is one-half 
of its maximum value at ft = 1; and ji 0.09. An exact solution for the 
noise half -power points is also difficult to obtain. For the sake of sim- 
plicity we assume that the trap density is uniformly distributed in the 
depletion region. After some manipulations the distance between these 
half -power points, ..5X, is found to be 

kT e 11/2 

2q [(Et - EFP)NJ 
[10] 

Thus, for a space -charge density of 1016 cm -3 the distance ..SX is nearly 
equal to 0.03 µm. In this region ftp changes from 0.33 to 0.91. Outside of 
this region 1Si decreases very rapidly. Therefore, we may assume that 
only those trap states whose occupancy probability is between 0.67 and 
0.09 contribute low -frequency excess noise to the device. We also may 
assume that X1 is equal to the distance between the channel and the 
one -third -occupied trap state: 

(Et 
-EFP k7' 

l 1/2l 2E11/z 
X \ g g log 2/ J [gNJ [11] 

From Eq. [9] the corner frequency, cwc, defined as the frequency where 
the noise power is 112 of that at low frequencies, is 
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we = Cn 1 . 112] 
ftp 

Since ftp changes from 0.33 to 0.91, the time constant dispersion of 
trapping noise in MOSFET's is very small. Consequently, the spectrum 
of the trapping noise can be approximated as having a single time con- 
stant. This property is very similar to that of g -r noise in forward -biased 
metal-semiconductor Schottky -barrier diodes.? 

Substituting X1 and ..SX into Eq. 191 yields 

N kT Col2 
Si 

(w) ~ J 

16 t E 112rZra1% 

27NCtEAr N(Et - EFp) L L 

[(i)1/2 2\1/2l2 - g /J JJ 9 9 

2co2 
1+ \3Ci/ 

The drain output noise is independent of the gate biases but increases 
with the square of the drain bias voltage. The corner frequency given by 
Eq. [ 13[ is independent of the bias voltages. Since the temperature de- 
pendence of C is expected to be small, the temperature activating energy 
of we is the same as that of n 1. Therefore, by measuring w, as a function 
of temperature, the energy of the trap state can be determined. From 
Eq. (13) the density of the trap state can be obtained: 

Nt 
9NwetAS,(0) 

8kT 

CN(Et 

- EFP) t/2 L 
12 

E J [ZMVDCOJ 

[ 131 

X 

[ 
(EFP\ 1/2 

(\ 
/Et - EFp kT 

//) 

1/2l2 

9 

114] 

where Si (0) is the low frequency plateau of Si (w). 
In a p -channel MOSFET, the physical process of electron trapping 

noise is different from what has been described. After perturbation by 
the fluctuation of the charge density at the trap states, the free electrons 
in the conduction band tend to recover to the equilibrium value through 
the region close to the silicon-sapphire interface. It is well understood 
that the conductivity in this region is very poor.910 The field intensity 
parallel to the channel in this region is nearly equal to zero when the 
device is operated in the linear region. The electrons are, therefore, de- 
pendent on a diffusion mechanism to recover to the equilibrium density. 
Since the hole density at the silicon-sapphire interface is very small, the 
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surface recombination at that region is also small. The perturbed elec- 
trons are either trapped at the silicon-sapphire interface or diffuse to 
the source or drain. The time constant of this process is different from 
that given by Eq. [2]. Since the diffusion time of the perturbed electrons 
increases with distance, the universal 3/2 power law of diffusion noise11,12 
may not be observed, even if the excess noise is purely dominated by 
diffusion process. 

3. Experiments 

The devices used in this experiment were made on thin silicon film de- 
posited on sapphire substrates. The typical thickness of the silicon films 
was 0.6µm. The doping concentrations of the film were varied from 1015 

to 1017 cm -3. Devices with both circular and linear geometries were used. 

i I 
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Fig. 1-Typical drain characteristics of an n -channel SOS MOSFET. 

The periphery of the gate of a circular device is completely surrounded 
by a diffused region, while part of the periphery of a linear geometrical 
device is at the edge of the silicon mesa. The noise data obtained from 
these two types of devices are very similar. This result indicates that the 
trapping noise is not due to the periphery or edge effect. 

Typical drain current-voltage characteristics of an n -channel SOS 
MOSFET are shown in Fig. 1. A current kink in the 4 to 6 volt drain bias 
region is observed. The onset voltage of the current kink increases with 

RCA Review Vol. 38 June 1977 231 



10-21 

10-22 

r2- 

2 

M2 
10-23 

I0-24 

_ 

1 

VO 0.05V 
V, =5V 

S---\- \ \ 
\\\ 

10 102 103 104 105 

f(Hz) 

Fig. 2-Noise spectrum of a typical n -channel SOS MOS transistor operated in the linear 
region. 

gate bias voltage. The characteristics and the physical model for this 
current kink are discussed in a separate paper.13 

The typical noise spectrum of an n -channel SOS MOSFET operated 
in the linear region is shown in Fig. 2. It is clearly shown in the figure that 
at very low frequencies the device noise has 1/f frequency dependence. 

Vp (VOLTS) 

Fig. 3-Low-frequency plateau of trapping noise spectra versus drain bias voltage. 
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At high frequencies, the noise of the device is independent of the fre- 
quency. This noise spectrum can be considered as the superposition of 
three components, as shown by the broken lines-the frequency -inde- 
pendent component, the 1/f noise, and the generation -recombination 
type noise. Subtracting the 1/f noise and the frequency -independent 
noise from the measured data, we obtained a g -r type noise spectrum. 
The g -r type noise is caused by electron trap states. This noise spectrum 
has a single time constant in good agreement with the approximation 
made in the previous section. The corner frequency in this case is found 
to be 250 Hz. The low -frequency plateau is 2 X 10-22 A2/Hz. From Eq. 
114] the trap density is fourd to be 2 X 1015 cm -3. 

The low -frequency plateau of the trapping -noise spectrum is plotted 
as a function of drain bias voltage in Fig. 3. As expected from Eq. [151, 

the low -frequency plateau of the trapping noise in SOS MOSFET's is 
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Fig. 4-Low-frequency plateau of trapping noise spectra versus gate bias voltage. 

10 

proportional to the square of the drain bias voltage. The gate bias voltage 
dependence of the low -frequency plateau and the corner frequency of 
the trapping -noise spectra are plotted in Figs. 4 and 5, respectively. As 
predicted in the previous section, the low -frequency plateau and the 
corner frequency of the trapping noise are found to be gate -voltage in- 
dependent. The experimental results also show that the corner 
frequencies of the trapping -noise spectrum is independent of drain bias 
voltage. 

The temperature dependence of the low -frequency plateau and the 
corner frequency of the trapping noise spectra are shown in Fig. 6, where 
it is clear that the corner frequency decreases exponentially and the 
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Fig. 5-Corner frequency of trapping noise spectra versus gate bias voltage. 
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Fig. 6-Temperature dependence of the corner frequency and the low -frequency plateau 
of trapping noise spectra. 
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low -frequency plateau increases exponentially with the increase of the 
reciprocal of the absolute temperature. From the slope of the we versus 
1/T curve, the activation energy of the corner frequency is found to be 
equal to 0.65 eV. Consequently, the electron trap state is located at 0.65 
eV below the edge of the conduction band. This is consistent with what 
we found from the noise measurement of a SOS MOSFET operated in 
the saturation region.4 When we substitute ff = 200 Hz and E1 = 0.65 
eV into Eq. [14], the capture cross section of the electron trap states is 
found to be 5 x 10-15 cm2. However, from a large number of devices we 
found that there is approximately one order of magnitude deviation in 
capture cross section. The low -frequency plateau of trapping noise also 
has an activation energy nearly equal to 0.65 eV, as expected from Eq. 
[14]. 
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Fig. 7-Noise spectrum of a typical p -channel SOS MOSFET operated in the linear re- 
gion. 

The typical drain -current -voltage characteristic of p -channel SOS 
MOSFET's exhibits no current kink. The noise spectrum of a typical 
p -channel SOS MOSFET operated in the linear region is shown in Fig. 
7. The output noise power has f-a frequency dependence. In this par- 
ticular device a is nearly equal to unity. Since the noise time constant 
has a large dispersion, the trap energy and the density of the trap state 
cannot be obtained from this measurement. Experimental results also 
show that the low -frequency noise power is proportional to the square 
of the drain bias voltage and is independent of the gate bias. These re- 
sults suggest that the low -frequency noise of the device is due to the 
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fluctuation of surface potential. However, it is not possible to distinguish 
the effect of the silicon-sapphire interface states based on the above 
experiment. 

4. Conclusion 

Theoretical and experimental studies on trapping noise in SOS MOS- 
FET's due to trap states in the depletion region have been made. It is 
shown that the fluctuation of charge density in electron trap states 
produces a long -time -constant noise due to charge -density fluctuation 
in trap states, which in turn produces low -frequency excess noise in the 
drain current. The trap state most susceptible to fluctuation is one-third 
occupied. Only those nearly one -third -occupied trap states contribute 
significant noise to the device. Consequently, the electron trapping noise 
in n -channel thin MOSFET's exhibits a nearly single -time -constant 
noise spectrum. The trap energy, the trap state density, and the capture 
cross section of the trap state can be obtained from noise measurements. 
In our SOS film, the electron trap state is located at 0.65 eV below the 
edge of the conduction band, the density and the capture cross section 
of the electron trap states are of the order of 1015 cm -3 and 10-15 cm2, 
respectively. 

The characteristics of electron trapping noise in p -channel thin-film 
MOST's is very complex. A detailed knowledge of the characteristics 
of silicon-sapphire interface state, the properties of silicon near the 
silicon-sapphire interface, and the carrier transport mechanism in that 
region must be known in order to predict the characteristics of electron 
trapping noise of the devices. 
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A Novel FET Frequency Discriminator* 

A. Rosen, D. Mawhinney, and L. S. Napoli 

RCA Laboratories, Princeton, N. J. 08540 

Abstract -We have developed wideband GaAs FET microwave frequency discriminators 
that are smaller and perform better than the conventional interferometer type. 
The new discriminators consist of a 1.0 X 1.3 -cm thin-film ceramic circuit on which 
are mounted a GaAs FET chip and an Si beam -lead Schottky diode. A typical 
discriminator instantaneously covers the frequency range from 7 to 11 GHz, 
producing a dc output voltage ranging from approximately -200 MV at 7 GHz to 
+300 MV at 11 GHz for an input of 0.2 mV. Compared to the interferometer -type 
discriminators, the FET discriminators provide approximately 10 times larger output 
voltages for the same rf input. 

Introduction 

One important application for wideband microwave discriminators is 
in frequency memory systems, where the device is used to provide an 
accurate analog voltage related to frequency for open -loop VCO set -on 
or closed -loop VCO frequency control. For either function, a linear 
relation between input frequency and output voltage is desirable but 
not essential. The use of post -detection voltage processing or lineariza- 
tion can compensate for overall nonlinearity to a considerable degree. 
In this paper we describe a novel FET discriminator consisting of an 
integrated microwave GaAs FET chip and an Si beam -lead Schottky 
diode. The high frequency gain roll -off of the FET augmented by an 

' The research reported in this paper was sponsored in part by the Naval Electronic System Command, 
Washington, D.C., under Contract No. N00039 -76-C-0280 and RCA Laboratories, Princeton, N.J. 
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input shaping network and biasing networks, provided the desired 
wideband discriminator characteristic. 

Techniques for the rapid and accurate determination of unknown 
signal frequencies are of considerable interest in modern military elec- 
tronic systems. A microwave interferometer employing 3 -dB hybrid 
couplers to split and later recombine the incoming signal after trans- 
mission through unequal path lengths is frequently used for this appli- 
cation. 

The FET discriminator discussed in this paper provides a greater 
output voltage swing for a given limiter output power, less fine-grain 
structure, smaller volume, and potentially lower cost. The new dis- 
criminator consists of a 1.0 X 1.3 cm thin-film ceramic circuit on which 
are mounted a GaAs FET chip and an Si beam -lead Schottky diode. The 
Schottky diode detector is dc isolated from the FET drain circuit by a 
ceramic chip blocking capacitor, and is forward biased to a current of 
between 0.1 and 1.0 mA through a dropping resistor and an rf choke. 

Basic Considerations 

The discriminator circuit most widely used today is the passive inter- 
ferometer type, shown schematically in Fig. 1. A preleveled rf signal is 
divided into two channels of unequal electrical length. The resulting 

SUMMING LONG 
LINE AMPLIFIER 

rf 10d B 

INPUT 
3dB 3dB MATCHED 

H YBRID HYBRID 10dB DETECTORS 

SHORT 
LINE 

Fig. 1-Long-line/short-line pulse interferometer used for frequency discriminator. 

signals, displaced in phase, are recombined and detected, resulting in 
a voltage output that is a function of the frequency of the input signal.1-3 
Problems with this type of device have been related to the need to very 
accurately match the various elements of the two paths-the hybrid 
couplers crystal detectors, diodes, connectors, etc. To ensure a frequency 
resolution of ±1 MHz in a 4-GHz band, mismatches of less than 1.05:1 
in VSWR would be required, a figure that is not achievable in practice. 
In addition, input rf power variations across the band of interest must 
be restricted to a fraction of a dB, which places major constraints on the 
design of the limiter at the input of the discriminator circuit. 

Even when the discriminator circuits are fabricated in MIC (micro - 
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wave integrated circuit) form, thereby greatly reducing the line length 
and eliminating many interconnection problems, a phase interferometer 
of this general design still produces a nonlinear frequency error equiv- 
alent to ±50 MHz in the 7 to 11-GHz hand.4 A different concept of a 
discriminator circuit is clearly required. 

FET Discriminator Design Approach 

A completely different approach to the problem of converting a pulsed 
microwave signal to a voltage that is an accurate measure of the micro- 
wave frequency is based on the utilization of the transfer function of a 
broadband microwave amplifier using GaAs Schottky -barrier field-effect 
devices. 
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Fig. 2-Typical transfer function of untuned FET amplifier. 

12 

Fig. 2 shows a typical transfer function of an untuned GaAs FET 
amplifier. As can he seen, the output is a monotonic, although not linear, 
function of frequency. It is this intrinsic property of the FET amplifier 
that is utilized in the frequency -discrimination embodiment. Input and 
output shaping networks are designed (using computer optimization 
routines) to provide maximum linearity over the hand of interest. 

A discriminator based on this approach was designed and described 
by Z. Turski, D. Mawhinney, and I. Drukier.5 8 Its performance is 
compared to that of an interferometer -type unit driven from the same 
limiter in Fig. 3. The figure also shows the output when the FET dis- 
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criminator is removed. The output curves of Fig. 3 depict some of the 
following basic characteristics of an FET discriminator: 
(1) For a given frequency band and a given power input, the FET dis- 

criminator provides a greater voltage swing than does the interfer- 
ometer type; 

(2) Linearity of output can he achieved with proper matching networks 
at the input and output of the FET; 

(3) The output of the discriminator reflects the irregularities of the 
limiter driving it. 
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Fig. 3-Dynamic performance curves of early 8- to 11-GHz FET discriminator. Curve A is 

for active FET discriminator, B is for passive interferometer type discriminator, 
and C is the power feed through reference. 

FET Discriminator Design Considerations 

The basic discriminator circuit consists of a GaAs FET chip and an Si 
beam -lead Schottky detector diode mounted on a thin-film circuit on 
a ceramic substrate. The detector diode is dc -isolated from the FET 
drain circuit by a ceramic -chip blocking capacitor, and is forward biased 
to a current between 0.1 to 1.0 mA. Input and output response shaping 
for optimization of linearity and slope are utilized, but dissimilar ap- 
proaches are employed in the FET input and output circuits, as ex- 
plained below. A functional block diagram of the FET discriminator is 

shown in Fig. 4. 
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Table 1 -Input and output scattering parameters of a typical FET chip for 
two values of drain voltage. 

VG=0, Vp=3V,/p=50MA 

Frequency S S,2 
7000.0 .785 -148 .684 -87 
7200.0 .760 -153 .671 -89 
7400.0 .748 -161 .648 -91 
7600.0 .751 -166 .642 -93 
7800.0 .739 -170 .625 -96 
8000.0 .736 -178 .604 -100 
8200.0 .750 174 .583 -105 
8400.0 .776 170 .564 -110 
8600.0 .777 166 .550 -116 
8800.0 .787 161 .549 -122 
9000.0 .822 157 .556 -128 
9200.0 .845 152 .562 -136 
9400.0 .845 150 .568 -143 
9600.0 .856 146 .585 -149 
9800.0 .855 142 .602 -154 

10000.0 .858 140 .620 -160 
10200.0 .869 138 .642 -163 
10400.0 .849 135 .664 -167 
10600.0 .835 133 .685 -171 
10800.0 .835 131 .703 -174 
11000.0 .816 129 .719 -177 

Vc=0, VD= 8V,/p=50MA 

7000.0 .770 -152 .839 -82 
7200.0 .743 -157 .831 -84 
7400.0 .734 -165 .813 -86 
7600.0 .740 -170 .813 -88 
7800.0 .735 -174 .798 -91 
8000.0 .731 177 .784 -95 
8200.0 .744 170 .768 -99 
8400.0 .771 166 .756 -104 
8600.0 .775 162 .745 -109 
8800.0 .786 157 .742 -115 
9000.0 .812 153 .745 -121 
9200.0 .837 149 .747 -128 
9400.0 .839 147 .752 -134 
9600.0 .851 143 .766 -140 
9800.0 .850 139 .777 -145 

10000.0 .856 137 .795 -151 
10200.0 .865 135 .809 -156 
10400.0 .843 132 .829 -160 
10600.0 .829 130 .846 -165 
10800.0 .827 128 .855 -167 
11000.0 .807 126 .867 -171 
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FET DISCRIMINATOR 

FET Chip Characteristics 

The basic concept of the FET discriminator requires the maximum gain 
of the active device only at the lowest frequency, while frequency roll -off 

characteristics are optimized to provide the desired output versus fre- 
quency performance. It was noted that varying the drain voltage of the 
FET results in considerable variations in the device output impedance, 
while maintaining a constant FET input impedance. An example of this 
effect is shown in Table 1, where S11 and S22 scattering parameters of 
a typical FET chip are shown for two values of device drain voltage (VD 

= 3 and 8 V) over the 7- to 11-GHz frequency range. This property can 
be used to optimize the discriminator output circuit. 

ISOLATOR 

INPUT 
SHAPING 

-FET 

BLOCKING 
CAPACITOR 

--il DETECTOR 1---0 dc 
I OUT 

LIMITER NETWORK 

OUTPUT 
SHAPING 

dc 
VOLTAGE 

INPUT 

Fig. 4-Functional block diagram of FET discriminator. 

Linearization And Slope Optimization 

While a true linear relationship between input frequency and output 
voltage is usually not essential in most receiver subsystems (since 
post -detection voltage processing and linearization can be used), linear 
transfer characteristics are nevertheless highly desirable and frequently 
simplify circuit design. 

Linearization of the discriminator characteristic is accomplished by 
shaping arrangements at the input and output of the FET chip. The 
input network uses the conventional approach of selecting a microwave 
matching circuit geometry and adjusting it for linear output with the 
aid of computer -aided optimization routines. For the output circuit, 
however, it was thought prudent to adjust the output of the FET by 
purely electronic means, as opposed to circuit -geometry approaches. The 
large FET output impedance variability as a function of drain voltage 
changes, discussed in the preceding section, provides such an adjustment 
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Fig. 5-Effect of drain voltage variation on FET discriminator output characteristics. 
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Fig. 6-Effect of detector bias on FET discriminator output characteristic. 

mechanism. The elimination of an output -matching microwave trans- 
mission line helps to eliminate a source of multiple reflections and 
discontinuities that tend to introduce irregularities in the discriminator 
output characteristic. An example of the effect of drain -voltage variations 
on the discriminator output response is shown in Fig. 5. As can be seen, 
the most pronounced effect on the shape of the output curve is at the 

+v 

Fig. 7-Output shaping arrangements for FET discriminator. 
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low -frequency end of the band. In addition to changes in the linearity 
of the output curve, the slope can also be varied, so that the output 
voltage swing can be changed as a function of drain voltage. 

Another means of affecting the shape of the discriminator output (as 

a function of input frequency) is afforded by adjustments in the for- 

ward -bias current of the detector diode, as shown in Fig. 6. Here, the 
greatest effect appears to take place at the high -frequency end of the 
operating band. Again, the adjustment affects both the slope and the 
linearity of the video output. 

The effectiveness of these electronic adjustments and the apparent 
complementary nature of the two approaches (drain voltage affecting 
the lower frequencies, detector bias affecting the high -frequency end) 
led us to adopt the electronic "shaping" approach at the discriminator 
output, while using the more conventional microwave matching network 
at the FET input. The basic scheme is shown in Fig. 7. 

Effect Of Limiter Characteristics 

The accuracy of power -leveling at the input to the discriminator can be 
expected to have a profound effect on the accuracy of frequency -to - 
voltage conversion, and the experimental data confirm the need for 
precise limiting of the input signal over the band of operation. The ex- 
panded x -y recorder plots of the limiter output and the discriminator 
response, shown in Figs. 8 (A) and 8 (B), clearly indicate the corre- 
spondence of the irregularities in the discriminator output to the im- 

perfections in the limiting at its input. Indeed, it is the lack of smooth 
power leveling that actually limits the overall frequency band over which 

the FET discriminator can be used in a practical system. For instance, 
the final limiter -discriminator unit actually performs over the 7.5 to 
11-GHz band (rather than the desired 7- to 11-GHz range) due to ir- 
regularities in the limiter performance in the 7- to 7.5-GHz region. While 

these considerations apply equally to interferometer- and FET-type 
discriminators, the crucial dependence of the broadband discriminator 
response on the excellence of limiting was less evident with the older 
designs, because it was masked by the multiple reflections in the short- 
line/long-line discriminator arrangements. 

Experimental Results 

A. Discriminator Circuit 

A breadboard discriminator based on the approach outlined above has 
been tested. Fig. 9 is a photograph of the discriminator including integral 
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(b) 
Fig. 8-Expanded x -y recorder plots showing effect on discriminator output of irregularities 

in limiter input: (a) for limiter #1 and (b) for limiter #2. 
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Fig. 9-FET descriminator. 
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Fig. 10-FET discriminator (a) packaged and (b) with cover removed showing circuit com- 
ponents. 
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detector; Fig. 10 shows both the packaged discriminator and a view of 
circuit contents with the cover removed. The overall assembly consists 
of an input isolator, the FET amplifier stage, detector, and MIC as- 
sembly, and a voltage regulator to stabilize the drain voltage. 

The discriminator assembly unit, operating in conjunction with a TDA 
limiter,* operates over the frequency range 7.5 to 11 GHz (Fig. 11). 

1 1 I 

Fig. 11-FET discriminator operation (7.5 to 11 GHz). 

B. Discriminator Noise Output 

t I 

Measurements have been made to determine the video noise output of 
an FET discriminator. Fig. 12(a) shows the overall voltage output versus 
frequency. The intensified spot, expanded by a factor of 100 to 1 mV is 
shown in Fig. 12(b). The resulting noise level is measured by the width 
of the trace in Fig. 12(h), which is comparable to the width of the trace 
on the scope when the input is disconnected (Fig. 12(c)). The total fre- 
quency -noise equivalency of the measured noise voltage would therefore 
cause an estimated error of less than 1 MHz. 

C. High -Frequency Unit 

A unit designed around a GaAs FET device that has a maximum avail- 
able gain in excess of 6 dB at 15 GHz was fabricated and tested over the 
14.5- to I6.7-GHz frequency hand. A special GaAs Schottky -barrier 

' Aercom Model AL -78005 S/N 192. 
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detector developed by RCA10 was employed in this discriminator. Per- 
formance is shown in Fig. 13 for three different matching adjustments. 
While these are preliminary results, they are very encouraging in terms 
of the monotonic output voltage versus input frequency at these short 
wavelengths. 

(b) 

® um 
Ism inuoilimei 

1i1ili iii 
(c) 

Fig. 12-FET discriminator output showing noise characteristics. 

D. Discriminator Used in VCO Memory System 

An early model of an FETdiscriminator was used in a locked -open -loop 
VCO frequency memory system. An interferometer -type discriminator 
which had been experimented with in that equipment, exhibited con- 
siderable fine-grain structure, which caused significant frequency error. 
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Fig. 13-Ku-band discriminator performance. 

The FET discriminator that was used greatly reduced this error and 
provided, in addition, a larger output voltage swing.9 

A comparison of the interferometer -type discriminator and an ex- 
perimental version of an FET discriminator (without the integrated 
detector and isolator used in the final model of the system) is shown in 
Fig. 14. The dramatic reduction in size and weight is evident. 
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. `'- -aJ ' 
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DISCRIMINATOR 
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ATTENUATORS 
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Fig. 14-Comparison of interferometer -type discriminator and FET discriminator circuit. 
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Although more recently fabricated FET discriminators have been 
improved in this respect, the output of the one installed in the frequency 
memory system departs considerably from a linear slope, but the change 
is smooth and gradual. Except for the bumps from the limiter in the re- 
gion of 9.0 GHz, the FET discriminator is free from noticeable fine-grain 
structure, as shown by the oscilloscope photograph of Fig. 15(a). This 
shows the discriminator output for a swept frequency input from 8 to 

8GHz 

..11# 

II GHz 

50ns/DIV 

ov 

DISCRIMINATOR OUTPUT 

50 mV/ DI V 
(a) 

DISCR-AMPLIFIER OUTPUT 

500mV/DIV (b) 

DISCR-AMPLIFIER PULSE 
111 RESPONSE AT 8GHz 

1.0V/DIV (c) 

Fig. 15-Discriminator performance (VCO memory system unit). 

11 GHz. The final adjustment of the drain voltage resulted in a voltage 
output swing of 160 mV for this same frequency range. 

The FET discriminator is followed in the circuit by a video amplifier 
stage consisting of a high-speed hybrid operational amplifier set to a gain 
of approximately 17 to provide about a 2.5-V swing for driving the li- 
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nearizer through the follow -and -hold module. The swept output of the 
amplifier stage is shown in Fig. 15(b). and the pulse response is shown 
in Fig. 15(c) with the limiter/discriminator/amplifier combination driven 
by an 8-GHz, 250-ns input pulse. The extremely fast response capabil- 
ities of the FET discriminator are clearly demonstrated by these pho- 
tographs. 

Conclusions 

A novel frequency discriminator suitable for use in EW receivers has 
been designed. 

Compared to a dual -line MIC interferometer design, the FET dis- 
criminator provides higher output voltages, faster response time, better 
linearity, a smoother output response, and an inherently wider band- 
width. Moreover, its weight is less than one-third and its volume about 
one -quarter that of the interferometer -type unit. 

A typical discriminator instantaneously covers the frequency range 
from 7 to 11 GHz producing a dc output -voltage swing of 500 mV. 
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A Dual -Gate GaAs FET RF Power Limiter* 

A. Rosen, H. J. Wolkstein, J. Goel, and R. J. Matarese 

RCA Laboratories, Princeton, N.J. 08540 

Abstract -This report describes a preliminary investigation of a novel rf power limiter -amplifier 

that makes use of a recently developed dual -gate GaAs FET stage with a small - 

signal gain of 7 dB and a compressive gain slope (when overdriven) of 14.8 dB 

at the unity gain point. When operated in the power -limiting mode, several cas- 

caded stages of this amplifier can be used to drive a companion FET discriminator 

to provide unambiguous frequency -to -voltage conversion. 

FET Dual -Gate RF Power Limiter 

A conventional means of achieving constant output power independent 
of drive variation or frequency is to utilize a multistage high -gain am- 
plifier chain. The output stages of this amplifier operate in saturation 
regions where the output -power variations are greatly compressed, even 
for large variations in the input -power range. This mode of operation 
is depicted for several stages in Fig. 1. 

For use with a frequency discriminator, for example, to obtain a fre- 

quency accuracy of 1 MHz in a 4-GHz bandwidth, the rf-limiter output 
must be flat to within 0.025%. This is equivalent to an incremental power 

output fluctuation of 1 part in 4000, 36 dB down from saturation over 
the total variation in input drive range. Assuming an input drive range 
of 31 dB, the combined value of input power swing and output limiting 

' RCA Acknowledges the support of the Naval Electronic Systems Command, under Contract No. 

N00039 -76-C-0-0280, in the initial work associated with the FET limiter. 
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Fig. 1-A cross plot of power -input compression for a three -stage overdriven amplifier. 

is equivalent to an overall compression ration of 67 dB (1250/2.50 X 10-4 
=5X106). 

A dual -gate GaAs FET amplifier stage' has recently been tested in 
C -hand with adjustments made in the operating voltage parameters to 
emphasize its capability to achieve rf power limiting. The resulting curve 
is shown in Fig. 2.2 Using the test setup shown in Fig. 3, the rf power 
output of the stage, which has a small signal gain of -e 7 dB, was driven 
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Fig. 2.-LimitIng characteristics of dual -gate GaAs FET (operated at 5 GHz). 
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over the 0 to +15-mW input power drive range. Under these operating 
conditions, the stage goes to unity gain at an input drive level of 6 mW. 
At this approximate drive level and beyond, the compressive slope of 
the limiter (given by .1P;,,/ XPo f) is 9 mW/0.3 mW or 14.8 dB. This level 

of power compression or limiting per stage provides an excellent capa- 
bility on which to base an FET limiter -amplifier design. 

The use of a dual -gate amplifier provides important functional ad- 
vantages over the single -gate FET because of its flexibility.3-5 One of 
the gates (G2) is adjusted to ensure proper gain level and saturation 
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GATE 1+) 
POWER 

METER 
SUPPLY SLIDE 

SCREW 
BIASING POWER 

TUNER NETWORK METER 

SOURC rWT --+ ATTENUATO .-. DIRECTIONAL 

COUPLER 

BIASING 

NETWORK 

SUDE 
SCREW 
TUNER 

DRAIN 

T 
SUPPLY 

DEVICE 
GATE 
PS 1-1 

UNDER 
TEST 

Fig. 3-Measurement setup for dual -gate FET. 

operation, while the input rf signal is connected to the additional gate 
(G1). The dual -gate device greatly reduces the capacitance between the 
signal input gate and the drain electrode. This reduced capacitance 
provides for increased small -signal gain per stage when compared to 
equivalent single -gate devices with the same gate length. The dual gate 
also substantially reduces direct rf feedthrough from input to output; 
which is important in an overdrive amplifier. 

Measurements were also performed to evaluate the limiting properties 
of the single -gate high -power FET devices of the type discussed pre- 
viously by I. Drukier et al.6 We found that the saturation characteristic 
of those devices was inferior to that obtained using a dual -gate FET 
device, and therefore a greater number of stages was required to obtain 
the same compression ratio. 

In conclusion, we have demonstrated the use of a dual -gate FET as 

a limiter. Used at 5 GHz, the device has a small signal gain of 7 dB and 
has demonstrated a compression ratio (AP;,,/.W0ut/of 14.8 dB. This level 

of limiting per stage provides an excellent basis for the design of an FET 
limiter -amplifier chain. The number of stages, operating parameters, 
and power levels may be adjusted to fit particular operational require- 
ments. Such a limiter, operated, for example, with an FET discriminator 
such as the one described in Ref. 17], represents an attractive approach 
for an EW receiver. 
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Depolarization Due to Precipitation in Satellite 
Communications 

I. P. Shkarofsky 

RCA Limited, Ste. Anne de Bellevue, Canada 

Abstract-The theory on cross -polarization induced by rain on an electromagnetic wave 
is extended to include antenna effects. Of interest are the communication bands 
4-6 and 12-14 GHz. In satellite -earth propagation links designed for frequency 
reuse using two orthogonal polarizations in order to double the channel capacity, 
the generation of cross -polarization decreases the isolation between the or- 
thogonal channels. 

We extend the analysis to include the following effects besides rain depolar- 
ization: (1) the finite clear -weather isolations and/or the co- and cross -polariza- 
tion patterns of the transmitter and receiver antennas, (2) misalignment be- 
tween the transmitter and receiver polarization vectors and/or Faraday rotation 
for linear polarization, and (3) polarization angle of a signal received off -axis 
from the transmitter pattern. We provide parameter plots illustrating all these 
effects at 4, 6, and 11 GHz, and for certain elevation angles. Results for both lin- 
ear and circular polarizations are shown. Other causes of cross -polarization 
considered are due to interfering satellites and multipath. Compensation meth- 
ods to eliminate the cross -polarization components are discussed and the theo- 
ry on the rf system is elaborated. 

1. Introduction 

The use of two orthogonal polarizations at the same frequency is an 
economical method of increasing the channel capacity in satellite to earth 
communication links. The RCA Satcom satellite uses this concept. 

. Now at MPB Technologies, Ste. Anne de Bellevue, Canada. 
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Several factors can however induce unwanted cross -polarization leading 
to cross -talk between orthogonal channels. A serious cause is rain in the 
lower atmosphere, which produces cross -polarization in incident waves 
due to the nonspherical geometry of raindrops. Another cause is asso- 
ciated with the clear weather finite antenna (transmitter and/or receiver) 
isolation between orthogonal polarizations, which varies with the off -axis 
angle in the antenna pattern. A third cause which can occur for noncir- 
cular waves is the possibility of the receiver polarization direction being 
misaligned with respect to the transmitter electric field direction. Other 
causes of cross -talk are associated with interference due to signals from 
adjacent satellites and/or signals received through multipath propaga- 
tion. 

The effect of antenna clear weather isolation on satellite to earth 
propagation through rain has been considered only in isolated papers, 
such as those of Bostian' and McCormick and Hendry.2 Bostian uses 
the Stokes parameter representation for predominantly linearly polar- 
ized waves. A neater representation in terms of the linear antenna pat- 
terns is given here (see Appendix 1 which outlines both representations). 
McCormick and Hendry's work applies to predominantly circularly 
polarized waves. For this situation, we follow their method but do not 
assume, as they do, that the transmitter and receiver antennas are 
identically imperfect. A CCIR Reports discusses antenna effects in the 
absence of rain. Our results reduce to those plotted there in this limit. 

Most of the final relations have already been given by Shkarofsky and 
Moody.4 In the present paper, the basis of the derivations and mathe- 
matical manipulations are given, curves are plotted based on the for- 
mulas and the implications in the results are discussed. 

In Section 2, we formulate the theory on attenuation and cross po- 
larization to include antenna effects in addition to rain effects for both 
predominantly linear and circular transmitted waves. Particulars are 
given in Appendices 1 and 2. In Section 3, we give plotted results based 
on this analysis and discuss implications of the plots. In Section 4, we 
analyze three additional causes of depolarization, namely Faraday 
rotation, interfering satellites, and multipath propagation. Finally, 
Section 5 reviews the theory on compensation and cancellation systems 
to recover the pure polarizations. 

2. Theoretical Formulation 

2.1 Angles of Interest 

Fig. 1 illustrates the angle of interest. The angles ckT and OR are the an- 
gles that the line of sight propagation path makes with the boresight axis 
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of the respective antenna patterns. The satellite transmitter antenna 
has co- and cross -polarization antenna patterns FT'((6T) and fT"(4T) 
in dB, both normalized to FT'(0) = O. For radiation with orthogonal 
polarization, the corresponding patterns are FT"(4T) and f'(TbT) nor- 
malized to FT"(OT) = O. The receiver patterns corresponding to the 
above are FR'(AR), fR'(4R), FR"(4R) and fR"(dR). To convert d13 to 
watts, we redefine 

SATELLITE 
TRANSMITTER 
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(OFF AXl 

BEAN RAG 

RAINDROP 

(ANGLE OF INCIDENCE) 

NINOA AXIS 

ELLIPSE OF RAINDROP PRO- - 
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(ASSU ED HERE TO RE 
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Fig. 1-Angles used in the analysis. 

FTa = 10 FT /20, 

fTa = lo/T"/20, 

FRa = 10FR920, 

fRa = lO/R'/20, 

MAJOR AXIS 
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IN LOCAL 1100.1E01ITAL PLANE 

E OF DISH 
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RECEIVER 
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FTb = 1OFT"/20, 

fTh = 1O/T'/20, 

FRb = 10FR"/20, 

fRb = IO/R"/20 [1] 

Also let the respective on -axis antenna gains be Gr', GT", GR', and GR" 
in dB, with 

GTa = 1067'/10, 
GRa = 10GR'/l0, [2] 

GTb = lOGT"/10, 
GRb = lOGR"/10 

The radiation matrix for a predominantly linearly polarized wave is 
written here as 
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( 
FTa -lfTb exp(-1STb) 

AT = \lTa exp(1óTa) iFTb >, ll 

where ó denotes a phase factor determining the antenna imperfection, 
i.e., the degree of ellipticity (see Appendix 1). If the transmitted electric 
field is predominantly either in the iH or iv (horizontal or vertical) di- 
rection, the radiated components are given respectively by 

\EÓv) 
- AT' (0) or (Eov/ = AT \1/. [4] 

In frequency reuse system, both predominant component pairs exist. 
Similarly for reception in two receiver antenna channels, which are 
predominantly sensitive to linear polarization, the inverse matrix AR -1 
has to be used, namely 

( FRa fRa exp(-iORa)) 
l51 AR -1= 

1R1, exp(iORb) -iFRI / l 

The clear weather isolations are defined as the ratios 

DTa.b E IO(/)T'"/20) = FTa.b/fTa,b and 
DRa.b = 101))R'."/20 = Flta,b/IRa,b, 16] 

and these depend on the angles /T and OR as mentioned above. The 
radiation matrices for predominantly circular waves are given later. 

Fig. 1 also illustrates the angle of incidence, a, and the canting angle, 
r. Also shown (in considering noncircularly polarized waves) are the 
polarization angle, k, and the misalignment angle, 0. Now a is the angle 
between the incidence direction and the minor axis of the raindrop. If 
the canting angle is small, the angle of incidence is nearly equal to the 
angle, ¢, between the incidence direction and the local vertical at the 
ground station. The angles it and k are obtainable from the satellite 
longitude (Los), the earth location (Laa,La) for the boresight axis ray 
from the satellite antenna, and the earth station location (L,L) for 
latitude and longitude respectively. Let RE = 6378 km be the earth ra- 
dius and H = 42187 km be the distance from the synchronous satellite 
to earth center. To order (RE/H)2, we have* 

sinLa cost sinLd - cosLaa sinLa sinLa 
17 tangy 1 sinLa sinLa + cosLaa sinLda cost sinLa' 

where Ld = L - Los and Ld = L - Los. Also 

Note the plus sign in the denomenator of Eq. 17), erroneously given as negative in Shkarofsky and 
Moody. ° 
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where 

cos>G = (H cosL cosLd - RE)/Q, 

Q2 = H2 + RE2 - 2HRE cosL cosLd. 

[8] 

191 

The polarization angle can be defined more generally than shown in 
Fig. 1. Consider the vertical plane containing the satellite, the earth 
center and location P or (L,L ). Adopt the convention that longitudes 
are positive eastward of Greenwich and negative westward, and that 
latitudes are positive above the equator and negative below. Suppose 
that at point P, the electric vector is displaced by an angle K from the 
counterclockwise normal to the vertical plane. The angle K is positive 
above and negative below the horizontal normal. Then it can be shown 
that the polarization angle at point (L,L) measured from the same 
normal line is given by K + E where E is that in Eq. [7]. Suppose on the 
other hand that the electric vector at point P is displaced by an angle 
K from the vertical plane. Now K is positive counterclockwise and 
negative clockwise from the vertical plane. Then the polarization angle 
at (L,L) measured from the same vertical plane can be shown to be K 
-E where E is that in Eq. [71. Thus E is the negative of the expression in 
Eq. 171 for vertical polarization (K = 0) on boresight at point Po. 

The canting angle, r, and the actual angle of incidence, a, are related 
to three other angles, namely ' given above, and O and 0. Here O is the 
actual polar angle of the minor axis of the raindrop with respect to the 
local vertical and is the azimuthal angle of the raindrop with respect 
to the horizontal axis in a plane containing the vertical and the incidence 
direction (see Fangs). The relations are 

sinr = -sin0 sirup/sing 110] 

cosa = cos() cosik + sin0 sing cow,. 1111 

Variations in r and a are due to variations in O and 0. 
The received field after propagation through rain can be written in 

terms of matrices to be now introduced. We define the canting angle 
matrix V and its inverse as follows: 

osr cosr 
V - -sinr cosr/' 

V-r - \sinr cosrr/ 
[121 

The transformation matrix, B, between the forward scattered elec- 
tromagnetic fields and the incident fields for two waves, incident re- 
spectively along the major and minor axes, is given by 

(exp[i(kr - ko)r] 0 ¡¡ [13] 
expli(k2 - ko)r]/. 
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Here r is the path length through the rainfall (assuming the rain effects 
to be uniform over r), ko = 2ir/X is the free space wavenumber, X is the 
wavelength, and 

k1,2-ko=ial.2+01,2 
= (i111,2/8.686 + 7141,2/180) X 10-3 1141 

where A1,2 and 4>1,2 are the attenuation per km and phase shift per km, 
calculated for example by Oguchi and Hosoya6 as a function of incidence 
angle, a, and frequency, f. In particular, the differential values are de- 
fined as 

a=a1-a2i ..XA=Al-A2, DÍ3=Í3l-162 
and .1(1) = - [15] 

It is also useful to introduce the parameters p and x used by McCormick 
and Hendry,2 

r ll 
pe-'X = -tanh 

L2 
(kl - k2)r1 [16a] 

or 

cosh(r.la) - cos(rJ) sin(r./3) 
[16b] P cosh(ra) + cos(r..513) 

and tang = sinh(ra) ' 

2.2 Received Fields for Linear Polarization 

For linearly polarized waves, we need the polarization angle matrices, 
4'r and Tit, where in +R we allow for a misalignment angle, 0, in po- 
larization. 

cose sink) R (cos(k + 0) -sin(k + 0)1 
] 17] l sink cose sin(E + 0) cos(E + 0) J 

With the above introduced matrices, the received electric field com- 
ponents, both for direct and cross polarization (denoted by subscript 
x), are given by 

( ERa/K0 

\ERbx IKa) 

=AR -1.+R V-1.gV+T,AT. 

if the transmitted wave is predominantly polarized horizontally. If the 
wave polarization is predominantly vertical, we change (ÉR6i) to (mx) 

[18] 
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and (ó) to (?). Corresponding to these two cases, K is given in magnitude 
by 

I 

Ka.bl 
47rd 

(GTaGRa,b)i/2 and 

I Ka,b I 

47rd 
(GTbGRa,b ) 1/2r [19] 

where d is the transmitter to receiver distance. Eq. [18] assumes that all 
raindrops are oriented at the same or at an effective canting angle, r. 
Such an approach has been proposed by Watson and Arbabi7 and is 
adopted in our calculations below. Fang and Jih,8 on the other hand, 
introduce the canting angle distribution p(í7,0), normalized to f f p(8,á,) 
sinOdfd0 = 1, where O and q are defined above in Eq. ]10]. Then Eq. [18] 
is modified to read 

_(ERO/Ka) eT21rAR1."RV1 B. 
- JO JO 

((1l 0) p(8, sinedBdcp. [20] 

Multiplication of the matrices and calculation of the magnitudes of 
the various matrix elements leads to results given in Shkarofsky and 
Moody4 (with r there being replaced by r + 1, and 8 there referring to 
the symbol 9 here). Appendix 2 here gives the matrix elements and 
summarizes the results. The worst phase results (Eqs. [9] to [17] in 
Shkarofsky and Moody) follow by letting 5Ta,b = -SR0,b = it/2. The 
random phase results (Eqs. [27], 1301, [33], and [36] there) follow by 
letting the S phases be random. Details can be found in Appendix 2. 

2.3 Received Fields for Circular Polarization 

The analysis for predominantly polarized circular waves can similarly 
be formulated. We use the same symbols F and 1, but F here refers to 
the main (say right-hand) antenna pattern of a circularly polarized wave 
and f refers to the small cross -polarized (i.e. left-hand) component. These 
should not be confused with the antenna patterns for predominantly 
linearly polarized waves. (All F and f symbols in Appendix 1 here refer 
to the linear polarization patterns; all F and fin Shkarofsky and Moody4 
when referring to circular waves are meant to be the circular polarization 
patterns.) The ellipticity e and the angle are defined such that e is the 
ratio of the major to minor axis of the ellipse (see Fig. 22 in Appendix 
1) and 
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e=cotµ=F+( F_e+1- 
tan (µ+-ll [21] 

F -f f e-1 \ 4/ 

This relation applies with subscripts Ta, Tb, Ra, and Rb, adopting here 
the convention that e > O. In dB, we can define FT', FT", fT", fr', FR', 
FR", f,', and fi" for circular waves using the relations in Eq. [1], and in 

addition eT', eT", eR', and eR" in dB by 

eTa = IOeT'/20, eTb = lOeT"/20, 

eRa = 10eR'/2o and eRb = 10eR"/20 [22] 

For perfectly circularly polarized waves, e' = e" = 0, e = 1, (F/f )circular 
= CO but (Flf)linear = 1. 

The right-hand and left-hand rotating circularly polarized electric 
field components can be written with a phase factors as 

with 

a Er = Cm, E,=Cn*, m=sin µ+4 e -s", 

n = cos µ+4 e-ia, 

F= ICI[mI, f= [CIIn], F/f= tan (µ+41 

and ICI 2 = F2 + 

1231 

(24) 

Instead of the AT and AR -1 matrices in Eqs. 131 and [5], it can he shown 
using the results in Appendix 1 that these are replaced by 

AT = CTR MT and AR -r = CR* MR- r R-1 

where R is the rotation matrix 

and 

1(1 l¡ 1¡1 il 
R 

i -i/' R \1 i 

(M Ta MT= 
nra* 

nTbi M =¡mRa* 
, K 

-mTb* 
` 

nRb 

nRa 

-mRb 

[251 

[26] 

[27] 

We also note that the matrices for misalignment or polarization angle, 
'1'R and '1'r, may be omitted for relatively small depolarizations. Con- 
sequently, instead of Eq. 1181, we now have 
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( ERa/KaCTCRa* 
\ERbx /KbCTCRb * 

= MK-1.R-I.V-1.g.V.R.MT. (11 
ko) 

[28] 

if a predominantly right-hand circular wave is transmitted. If the wave 
is predominantly left-hand circular, we change (FRg) to (ER6x) and (ó) to 
(?). If we wish to include the canting angle distribution, Eq. [281 can be 
averaged over this distribution as in Eq. [20] for linear waves. 

The procedure is to multiply the matrices in Eq. [28] and calculate the 
magnitudes of the various matrix elements. These are given in Appendix 
2, where the results are also summarized. Relations for the worst relative 
phases are obtained by letting a'a,b = 0 and aRa,b = ir/2 so that the axes 
of the received elliptical field are orthogonal to the axes of the trans- 
mitted field. This gives the relations in Eqs. [211 to [24] in Shkarofsky 
and Moody.4 Results for random phases between transmitter and re- 
ceiver signals are obtained by letting the a phases be random. This leads 
to the results given in Eqs. [29], [32], [34], and 137] in Shkarofsky and 
Moody, which turn out to be independent of r and the same for right- 
hand and left-hand circular polarizations. 

2.4 Parameters of Interest 

Results will be illustrated based on the random phase limit both for 
predominantly linear and circular waves. Three sets of parameters are 
of interest, namely (XPD)H,v,c, (XPI)H,v,c, and (ATT)H,v,c, all in dB. 
The quantities XPD refer to the discrimination between the two cross - 
polarized channels of signals received when a single dominantly polarized 
wave (either linear horizontal, linear vertical, or circular) is transmitted. 
These relations are obtained by taking ratios of the 11 to 12 matrix ele- 
ments or of the 22 to 21 matrix elements and expressing the results in 

dB. The quantities XPI refer to the isolation against cross -talk in a single 
receiver channel when two cross -polarized signals are transmitted. These 
relations result from the ratios of the 11 to 21 or 22 to 12 matrix elements. 
The quantities ATT are the attenuations of the wave with respect to 
those ín free space for various polarizations. Formulas for XPD are given 
in Eqs. [36] to 137] and for XPI in Eqs. [33] and [34] in Shkarofsky and 
Moody.4 The same analysis gives ATT. Expressions are also given here 
in Appendix 2 for all three sets of quantities. 
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3. Calculated Results 

Antennas transmitting or receiving a particular polarizations in clear 
weather are designed to have the cross -polarized antenna pattern as low 
as possible, viz. f « F in our previous notation. For usual satellite an- 
tennas, the clear weather isolation, CWI, i.e., the difference between the 
co -polar and cross -polar patterns in dB, varies from about 35 to 45 on 
axis to about 20 at the off -axis angle equal to the total beam width. Well 

o 2 3 

4, (DEGREES) 

4 

Fig. 2-Cross-polarized component of the OTS spotbeam antenna at 11.58 GHz (linear 
polarization) (after EBU Report9). 

designed antennas have a sharp on -axis minimum in the cross -polar- 
ization pattern. The cross -polarized pattern reaches a maximum at an 
angle equal to about the beamwidth. Fig. 2 shows9 the two patterns of 
the spot beam antenna to be used on the European Orbital Test Satellite 
(OTS) operating at 11.58 GHz. The CWI values are thus functions of the 
off -axis angle OT. In earth paths, the transmitter and receiver usually 
face each other, but the satellite transmitter does not usually face the 
earth receiver and therefore the off -axis patterns are of importance. The 
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OTS antenna is of modern design but even better ones can be designed 
with a lower cross -component at all off -axis angles. 

Although ground stations for community reception usually have good 
isolation, small individual receivers are worse. Their CWI values vary 
from about 25 dB on -axis to about 10 dB at an off -axis angle equal to the 
beamwidth. The off -axis patterns of ground receivers are of consequence 
both if there occurs a pointing error towards the desired satellite and also 
if neighbouring interfering satellites are present and their interference 
levels have to be minimized. Clearly, accurate pointing and accurate 
alignment of the polarization vectors for linear waves, especially if both 
polarizations are used, are necessary for ground receivers. Proper satellite 
attitude control and station keeping are also required to provide a con- 
stant polarization angle as seen by the receiver in clear weather. Other- 
wise, the receiver may require polarization and position tracking. For 
dual polarized satellite antennas, tracking is a necessity and the theory 
on this is elaborated by Johannsen.10 

Attempts should be made to increase the antenna CWI on -axis values 
over and above 40 dB. Otherwise, the cross -polar component may vary 
during precipitation both above or below the clear weather reference, 
as theoretical calculations below show. 

For the calculations, we adopt several approximations, namely an 
effective canting plus polarization angle to be specified in the graphs, 
a uniform rainfall rate along the path length, and the results based on 
random phases between orthogonal electric field components. The ef- 
fective path length through the rain is determined from the following 
empirical formulas due to M. K. Lee (private communication): 

H(km) = 5.34 - 1.67 log1oR 

V(km) = 17.18 - 5.13 log10R 129a1 

where H is the horizontal extent and V is the vertical extent of the 
rainfall, and R in mm/hr is the rainfall rate, assuming R > 1. Then the 
effective path length r is given by whichever one of the following two 
expressions is less than N/H2 + V2: 

r(km) = H/sina or r(km) = V/cosa [29b] 

where a is the incidence angle. Another empirical formula will also be 
used for comparison towards the end of this section. 

In our calculations, we simulate various transmitter or receiver on -axis 
CWI values (DT' and DR' respectively), or their variable off -axis values, 
by allowing DT' and DR' to range over a series of values. The values used 
are DT' = 25, 35, and 45 dB and DR' = 20, 25, 30, 35, and 45 dB. For 
circularly polarized waves, the corresponding ellipticity values are eT' 
= 0.978, 0.309, and 0.0977 dB and eR' = 1.74, 0.978, 0.550, 0.309, and 
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Fig. 4-The parameter x plotted versus rain rate for various frequencies and a in de- 
grees. 
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0.0977 dB. A misalignment of the receiver polarization direction for 

linear waves is allowed for by letting 0 vary over -8° to 8°. We also note 

that for linearly polarized waves, the polarization angle, k, can change 

and off -axis signals in the east -west direction are received with a po- 

larization angle differing from that at beam center (see Eq. 17]). This is 

included in the calculations by letting r + k vary from 0 to 45° and sample 

calculations for 0 = 0° will be shown. 
The values of p and x have been calculated by us based on the results6 

for ..SA and ..54) from Eqs. [16b1 versus R, the rainfall rate, for three 
frequencies 4, 6, and 11 GHz, and various angles of incidence a or ele- 

vation angles 90° - a, with a = 89.99°, 70°, 50°, and 30°. These results 
are shown in Figs. 3 and 4. Fig. 4 shows that x is quite insensitive to the 

50r 

r 

0.1 

11 GHz 

a` 
}30 

c} 50 
}70 

6 GHz 
i% /// }70 

c} 301 

}5o 

}30 
, }50 4 GHz 

}70 

10 50 100 400 
RAIN RATE (mm/hr) 

Fig. 5-Attenuation along a satellite -to -earth path versus rain rate for various frequencies 

and a in degrees. 

value of a for our range of parameters. The equations for these results 
are independent of r. On the other hand, the relative attenuation, with 
respect to its clear weather value, depends on r and on the type of po- 

larization. It has a very slight dependence on the misalignment angle and 
on the antenna clear weather discrimination or ellipticity values. As- 

suming perfect antennas (D = co) and exact alignment (0 = O), we plot 
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in Fig. 5 this relative attenuation versus rainfall rate for horizontal, 
circular, and vertical polarizations. The results show that the attenuation 
decreases in that order. Plots are given for three frequencies and various 
a values, assuming r = 4° and = O. The attenuation increases with el- 
evation angle (or decreasing a) due to the larger propagation distance 
through the rainfall extent as given by Eq. [29]. This more than com- 
pensates for the lower values of p. Note that other empirical expressions 
(see Fang" and also Eq. [30J later on) for path length can lead to an 
opposite theoretical trend, namely attenuation decreasing with elevation 
angle. 

85 

75 

65 

m 55 v 

a 
x 

45 

35 

25 

15 
2 3 5 10 20 30 

RAIN RATE (mm/hr) 
50 100 

Fig. 6-XPD versus rain rate at 4 and 6 GHz for perfect antennas (DA = Dr = m), exact 
alignment (0 = 0) and r = 4°. The top curves are fa H or V polarization unless 
Indicated and the bottom curves are for circular polarization; solid lines for 4 GHz, 
dashed for 6 GHz; curve 1 is for a = 89.99°, 2 for 70°, 3 for 50°, and 4 for 
30°. 

In Fig. 6 we plot values of XPD versus rainfall rate for 4 and 6 GHz 
(where the attenuation is small) and in Fig. 7 versus attenuation for 11 
GHz, given perfect antennas and exact alignment. Adopting as before 
r = 4°, plots are given for three frequencies and various a values for linear 
horizontal and vertical polarizations. Sets of results for circular polar- 
ization are also shown. The differences between horizontal and vertical 
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polarizations are negligible at 4 GHz, just noticeable at 6 GHz for large 
rain rates, and distinguishable at 11 GHz. It is interesting to note from 
Fig. 7 that for a given attenuation of fade, vertical polarization provides 
a better XPD only for the large fades but not for the smaller fades. 

Calculations are now performed including antenna effects using the 
data on p, x and attenuation plotted in Figs. 3, 4, and 5. Selected sample 
results are plotted below, all for a = 70°. This is a worst case corre- 
sponding to a location such as Mill Village, N.S., in the north for a sat- 
ellite positioned at 114°W longitude. As seen from Figs. 6 and 7, results 

a=30° 

6 8 10 12 14 16 18 20 
ATTENUATION (de) 

Fig. 7-XPD versus attenuation at 11 GHz for perfect antennas (DR = Dr = co), exact 
alignment (9 = 0) and r = 4°. In top curves, solid lines are for H polarization, 
dashed for V polarization; bottom curves are for circular polarization. 

for a = 70° are close to those for 89.99° and XPD and XPI for both of 
these are lower than for other a values. In certain examples, we select 
only a few DR' and DT' combinations, or we plot only XPDH,v omitting 
XPIH,v, or we look at only specific rain rates. The object is to show the 
trends for each situation. 

Fig. 8 illustrates the effect of the misalignment angle 9 between the 
receiver polarization direction and that of the incoming electric field 
direction for linear polarization. XPD values, all referring to XPDH 
except for one curve, are plotted versus the angle O varying from -8° 
to 8°. Curve I represents the situation for perfect antennas and the 
others are for various combinations of DT' and DR'. We take r + E = 40. 
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The dashed plots are for two frequencies, 4 and 11 GHz, and two rain 
rates, 50 and 150 mm/hr. The solid curves represent the case of no rain. 
The arrows indicate the values of XPD for perfect antennas and exact 
alignment in the presence of rain. The figure illustrates the stringent 
conditions required to observe XPD effects subject to rain alone. First, 
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Fig. 8-XPD versus misalignment angle 6 for a = 70° and r t = 4°. Arrows indicate limits 
for DR' = Dr' _ co and O = 0. Curves are as follows: 

(1) DR' = DT = ao 

(2) DR' = Dr' = 45 dB 
(3) DR' = Dr' = 35 dB 
(4) DR' = 30; Dr' = 35 dB 
(5) DR' = 25: Dr' = 35 dB 

(a) XPDH, 4 GHz, 150 mm/hr 
(b) XPDH, 11 GHz, 50 mm/hr 
(c) XPDH, 11 GHz, 150 mm/hr 
(d) XPDv, 11 GHz, 150 mm/hr 

the solid curves have to be close to curve 1, with DR' and DT' about 45 
dB, and secondly, the angle E) has to be close to zero, below 2°. At 0 = 
3°, even for DR' = DT' = 45 dB, the XPD value is sufficiently below its 
maximum at E) = 0° to disguise rain effects. For the lower DR' and DT' 
combinations, the rain effects have only a moderate influence because 
the imperfections in the antennas dominate, and then the O misalign- 
ment effects also cause a smaller variation. Thus, rain effects may he 
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disguised either by misalignment for near perfect antennas or by the poor 
isolation of imperfect antennas. 

Asymmetry with respect to ±0 shows up for the higher frequency of 
11 GHz. Curves 5(c) and 5(d) plot XPDH and XPDv respectively and 
we see that these two curves cross at 0 = 1°. Consequently, in this case, 

Fig. 9-XPD versus DR' or pointing error for a = 70°, r + ¿ = 4° and DT' = 45 dB. Arrows 

indicate limits for 0 = 0 and DR' = Dr' = m. Curves are as follows: 

(1) 0=0 (a) no rain 

(2) 0 = 2° (b) XPDH, 4 GHz, 150 mm/hr 
(3) 0 = -2° (c) XPDv, 4 GHz, 150 mm/hr 
(4) 0 = 5° (d) XPDH, 11 GHz, 150 mm/hr 

(5) 0 = -5° (e) XPDv, 11 GHz, 150 mm/hr 

XPDH > XPDv for 0 > 1° and vice versa for 0 < 1°. Thus with imperfect 

antennas and misalignment, vertical polarization is not always better 
than horizontal. 

Figs. 9 and 10 represent for both linear and circular polarizations, 
respectively, the effects of decreasing the isolation of the receiver for a 

given value of transmitter isolation. This variation of DR' or eR' also 

simulates a variable off -axis angle or pointing error of the receiver, ne- 

glecting the changes in the polarization angle that also occur when this 
is done for linear polarization. 

In Fig. 9, a value of Dr' = 45 dB is assumed with DR' varying from 45 

to 20 dB, and r + E is fixed at 4°. The solid curves are for a no -rain sit - 
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uation and the dashed curves represent XPDH and XPDv results for a 
rain rate of 150 mm/hr and at 4 and 11 GHz. Results are given for mis- 
alignment angles 0 = 0, ±2° and 15°. The extreme curves are well sep- 
arated at DR' = 45 dB, but all curves become clustered together at DR' 
= 20 dB, where this finite receiver isolation dominates over rain and over 
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Fig. 10-XPD or XPI versus eR' or pointing error for circular polarization and a= 70°. Arrows 
Indicate limits for er' = eR' = 0. Curves are as follows. 

(A) er` = 0.978 dB or DT' = 25 dB (a) no rain (d) 11 GHz, 50 mm/hr 
(B) er' = 0.309 dB or Dr' = 35 dB (b) 4 GHz, 50 mm/hr (e) 11 GHz, 150 mm/hr 
(C) OT' = 0.098 dB or Dr' = 45 dB (c) 4 GHz, 150 mm/hr 

1.4 1.6 L8 

misalignment effects. At 4 GHz, the ±0 and the XPDH,v curves are close 
together, but at 11 GHz, these four curves separate as can he seen from 
curves 2(d), 2(e), 3(d), 3(e) or from 4(d), 4(e), 5(d), 5(e). At 0 = 2° or 5°, 
XPDH > XPDv; whereas at 0 = 0, -2°, or -5°, we find that XPDv > 
XPDH, in agreement with Fig. 8. It is interesting to note that the curves 
are more or less flat from DR' = 45 dB to 35 dB for finite 0 showing that 
either the 0 effect dominates over DR' in this region, or rain dominates, 
as for the situation in curves 1(e) and 1(d) (see arrows in Fig. 9). 
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In Fig. 10, corresponding results are shown for circular polarization. 
Here, three values of ellipticity, eT' = 0.978, 0.309, and 0.098 dB, cor- 

responding to DT' = 25, 35, and 45 dB are assumed. Also, eR' is variable 
over the 0.1 to 1.74 dB range, equivalent to DR' = 45 to 20 dB. In the 
random phase limit used here, the misalignment angle and the canting 
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Fig. 11-XPD or XPI versus canting plus polarization angle for a = 70°, 0 = 0, and at 4 GHz, 

(Note: XPDH x XPDv x XPIH x XPIv.) The curves are as follows: 
(a) no rain (1) DR' = 20; DT' = 35 dB (4) DR' = 35; Dr' = 35 dB 

(fi) 50 mm/hr (2) DR' = 25; Dr' = 35 dB (5) DR' = 45; Dr' = 35 dB 

(y) 150 mm/hr (3) DR' = 30; Dr' = 35 dB or DR' = 35; Dr' = 45 dB 

(6) DR' = Dr' = m 

angle r are irrelevant and, in addition XPDv = XPD1 = XPI, = XPI1. 

Hence, on the same graph, we can illustrate more cases, namely, three 
eT' values and two rain rates of 50 and 150 mm/hr. Whenever the curves 
cluster together for the three eT' values and are flat versus eR', then rain 

effects dominate. We see that this occurs for the lower XPD cases, 
namely curves (d) and (e) at 11 GHz and curve (c) at 4 GHz and 150 

mm/hr. Thus, rain can dominate over finite antenna isolation for circular 

polarization because rain is then sufficiently severe to lower the net 
isolation to below those of the antennas in clear weather. The values of 
eR' determine the net XPD magnitudes only for low rain rates. 

Figs. 11 and 12, for 4 and 11 GHz, respectively, illustrate the variations 
in XPD or XPI for linear polarization as the sum of the canting plus 
polarization angle, r + 1, varies from 0° to 45°, assuming 0 = 0°. Since 
at 4 GHz, the values of XPDH,v and XPIH,v are all nearly equal, we can 
illustrate more combinations of DR' and DT' values in Fig. 11 than we 
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can in Fig. 12 at 11 GHz. Values at r + = 45° are equivalent to those 
for circular polarization. The flat horizontal lines are the net isolation 
values of the antennas in clear weather. The curves labelled (60) and (6y) 
are for perfect antennas subject to rainfall rates of 50 and 150 mm/hr, 
respectively. The other curves include finite antenna isolation effects 
and are subject to either of the two rainfall rates. We see that in most 
cases (except for curves 1 in Fig. 11), rain starts to dominate the results 
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Fig. 12-XPD and XPI versus canting plus polarization angle for a = 70°, 0 = 0, and at 11 
GHz. The order of the four curves are (a) XPIv, (b) XPDv, (c) XPDH, and (d) 
XPIH: 

(a) no rain (1) DR' = 20; Dr' = 35 dB 
(/3) 50 mm/hr (3) DR' = 30; Dr' = 35 dB 
(y) 150 mm/hr (5) DR' = 35; Dr' = 45 dB 

5 

close to r + E = 45°, whereas finite antenna isolation effects dominate 
close to r + E = 0°. Even the XPD values at r + E = 20° for linear polar- 
ization are better, sometimes appreciably, than those at r + E = 45° or 
circular polarization. Consequently, linear polarization is preferable to 
circular even for a 20° polarization angle at an earth receiver in an off - 
axis direction, provided the misalignment angle O is close to zero. 

In Fig. 12, fewer combination of DR' and DT are used, but each curve 
separates in certain regions into four curves. We find that XPIv > XPDy 
> XPDH > XPIH if Dr' > DR'. The ordinate values always increase it 
this order for a given rainfall rate at O = 0. They all come together to a 
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single curve near the abscissa value of r + E = 45°. Rain effects are more 
severe here for 11 GHz than for 4 GHz. Calculations for different com- 
binations of DR' and DT' cluster together near r + E = 45°, but they 
separate and approach their net clear -weather isolation values at r + 

Figs. 13 to 18 plot XPD or XPI versus rain rate if the frequency is 4 

GHz and versus attenuation íf the frequency is 11 GHz. In all graphs, 
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Fig. 13-XPD or XPI versus rain 
x XPDv x XPIH x XPI 

(a) 0 = 0 
(0) 0=2° 
(y) 0 = -2° 
(a) Dr' = 45 dB 
(b) Dr' = 35 dB 

aF(ONLY RAIN EFFECTS) 

aoE 

°0, abE 

bD 

aa C 
abC, yaE 

paE 
9óD 

-ace 

yaB __7"Tgaé 
DB 

Tf aaA,abA 

y°A/'paA 

50 100 
RAIN RATE (mm/hr) 

200 

rate for a = 70°, r + k = 4°. and at 4 GHz. Here, XPDH 

v. and 
(A) DR' = 20 dB (F) DR' = Dr' = co 

(B) DR' = 25 dB 

(C) DR' = 30 dB 

(D) DR' = 35 dB 

(E) DR' = 45 dB 

r + i = 4° for linear polarization. The main purpose of these graphs is 

to illustrate the effects of antenna clear weather isolation in limiting the 
observation of rain -induced effects. As before, a satellite -to -earth link 

is considered at an elevation angle of 20°. 
In Fig. 13, curves are calculated for 4 GHz and linear polarization. The 

curve marked (aF) is the calculated isolation in the presence of rain for 
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perfect antennas, and it approaches infinity for a zero rainfall rate. 
Otherwise, as the rain rate goes to zero, the curves approach their iso- 
lation values in clear weather according to the chosen values of DT' and 
DR'. Even for the best chosen values of DT' = DR' = 45 dB, comparison 
with theory which includes rain effects alone cannot start until the rain 
exceeds 100 mm/hr. Most of the other curves are flat and show only a 

IS 
0 

ATTENUATION OR FADE (dB) 
Fig. 14-XPD and XPI versus attenuation for a = 70°, r + = 4°, 9 = 00, Dr' = 45 dB, 

and at 11 GHz: 
(1) XPDH (A) DR' = 20 dB (E) DR' = 45 dB 
(2) XPDv (B) DR' = 25 dB (F) DR' = Dr' _ 
(3) XPIH (C) DR' = 30 dB 
(4) XPI (D) DR' = 35 dB 

1,2 

4 
3 

1,2 

3 

1 
1 1 2 4 6 8 10 12 

slight variation with rain rate. At high rain rates, there is also a minute 
asymmetry with respect to ±0 misalignment, with the O = -2° providing 
slightly better XPD or XPI. 

Corresponding results are shown in Figs. 14 to 16 for 11 GHz and linear 
polarization. We give curves for O = 0° and DT' = 45 dB in Fig. 14, for 0=0° and DT' = 35 dB in Fig. 15, and for 0 = r2° and DT' = 45 dB in 
Fig. 16a,b. Here the curves separate into those of XPDH,v and XPIH,v. 
The attenuation value on the abscissa corresponds to the individual H 
or V polarization. In Figs. 14 and 15 we note that only curves D and E 
(DR' >_ 35 dB, DT' >_ 35 dB) approach at high fades curve F, determined 
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by rain alone. Comparisons with rain theory which excludes antenna 
effects can start, say, for curves D at fades above 8 dB or when XPD has 

decreased to below 30 dB. As already noted in Fig. 7, at low attenuation 
values for a given fade, Fig. 14 shows that H is better than V polarization 

and vice versa for the higher attenuation values, provided the values of 

DR' and DT' are sufficiently high (e.g., as in curve E). Fig. 15 for 6 = 0 

45 

40 

m 35 

- 

2,4 
á _ 
x 30 1,3 

o z 
25 o 

a. x ' 1,2 
3 

20 1,2 

3 

150 
2 4 6 B 10 12 

ATTENUATION OR FADE (dB) 

Fig. 15-XPD and XPI versus attenuation for a = 70°, r + = 4°, 9 = 0, D/ = 35 dB, and 

at 11 GHz: 
(1) XPDH (A) DR' = 20 dB (E) DR' = 45 dB 

(2) XPDv (B) DR' = 25 dB (F) DR' = Dr' _ 
(3) XPIH (C) DR' = 30 dB 
(4) XPI (D) DR' = 35 dB 

yields XPDv > XPIv > XPIH > XPDH when DR' > DT' and XPIv > 

XPDv > XPDH > XPIH when DT' > DR'. On the other hand, Figs. 16a,b 

show for () = T2° that the order can change, with examples of XPIv > 

XPDH > XPDv > XPIH, XPDv > XPIH > XPIv > XPDH, and XPDv 
> XPIv > XPIH > XPDH shown. It is interesting to note that the values 

in some curves in the presence of rain increase above their clear weather 

isolation. 
Figs. 17 and 18 provides results for circular polarization at 4 and 11 

GHz, respectively. Now, even in the 4-GHz case and for DR' as low as 

25 dB, the effect of rain becomes significant and comparisons with rain 

theory can be made. At 11 GHz, situations with DR' values as low as 20 

dB are affected sufficiently for fades above 5 dB where the XPD and XPI 
values has decreased to below 17 dB. In all cases, for low rain rates, the 
curves deviate from curve F and approach their limits based on their DT' 

and DR' values. 
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Fig. 19 compares results based on the assumed path length, Eq. 1291, 
with another formula, postulated by Ippolito12, namely 

r(km) = 67.57R-0.79 sin42°/sin(90 - a) 1301 

where 90 -a is the elevation angle. XPD and XPI results are plotted 
versus attenuation for a = 50°. Generally the trends are the same for the 
two r formulas, although some deviations occur for low attenuations and 
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(a) 8'-2' 
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(b) 9'2' 
ATTENUATION OR FADE (dB) 

Fig. 16-XPD and XPI versus attenuation for a = 70°, r = 4°, Dr' = 45 dB, and at 11 
GI -1z. For the curves, (a) 0 = -2°, (b) 8 = 2°, (1) XPDH, (2) XPDv, (3) XPIH, (4) 
XPIv, and 

(A) DR' = 20 dB (C) DR' = 30 dB 
(B) DR' = 25 d8 (D) DR' = 45 dB 

high DR' values. We can also compare with other formulas, such as 
Fang's," but this will not be done here. 

The general conclusion that we draw is that the finite isolation values 
in clear weather have to be included in the theory as well as rain effects 
for any proper comparison between theory and experiment, unless 
special precautions are taken to raise the clear weather isolation values. 
Also, one has to distinguish between XPDH, XPDv, XPIH, and XPIv 
at 11 GHz hut not at 4 GHz. Finally, proper alignment is important for 
linear polarization. 
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Fig. 17-XPD or XPI versus rain rate for a = 70°, 4 GHz, and circular polarization: 
(a) Dr' = 45 DB (A) DR' = 20 dB (D) DR' = 35 dB 
(b) Dr' = 35 dB (B) DR' = 25 dB (E) DR' = 45 dB 
(F) Dr' = DR' = ao (C) DR' = 30 dB 
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ATTENUATION OR FADE (dB) 
Fig. 18-XPD or XPI versus attenuation for a = 70°, 11 GHz, and circular polarization: 
(a) Dr' = 45 dB (A) DR' = 20 dB (D) DR' = 35 dB 
(b) Dr' = 35 dB (B) DR' = 25 dB (E) DR' = 45 dB 
(c) Dr' = DR' = = (C) DR' = 30 dB 
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4. Other Causes of Depolarization 

4.1 Faraday Rotation 

Depolarization due to Faraday rotation within the ionosphere is of im- 
portance in satellite to earth links only for frequencies below 8 GHz. In 
the gigahertz range, the frequency is sufficiently larger than the plasma 

50 
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45 

40 
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Fig. 19-XPD and XPI versus attenuation for a = 50°, r t = 4°, 0 = 0, Dr' = 45 dB, and 
at 11 GHz. Solid curves use Eq. [29] for path length; dashed curves use Eq. 
(30): 

(1) XPDH (3) XPIH (C) DR' = 30 dB 
(2) XPDv (4) XPIv (E) DR' = 45 dB 

(F) DR' = Dr' = 

and cyclotron frequencies in the ionosphere so that attenuation is neg- 
ligible. Then the angular rotation, 52, of the electric field polarization is 

given to good accuracy by 

e3 
12= 

2me 2E(J)2c 5fleBoe'dI 1311 

Here e, me, and n,, are respectively the electron charge magnitude, mass 
and density, Boc is the earth's magnetic field, w is the angular frequency, 
c is the velocity of light and 1 is the path distance through the ionosphere. 
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The direction of rotation is opposite for a down link in relation to that 
of an up link. The clear weather isolation, denoted by CWI, and equiv- 
alent to XPD or XPI is given by 

CWI = 201og10 cote [32J 

The electron density varies on a diurnal, seasonal, and yearly basis and 
also depends on sunspot and solar storm activity. On a diurnal basis, it 
is a minimum in the morning and a maximum in the afternoon. In the 
northern hemisphere, this diurnal change at 4.2 GHz, say in September, 
is about 1.5°, giving CWI = 32 dB. However, in other months of certain 
years, it can be as high as 4°, reducing CWI to only 23 dB (P. Foldes, 
private communication). Whereas these variations are predictable, those 
dependent on solar activity are not. 

Since e a w-2, it is seen that at 8 GHz, the maximum value of 2 is less 
than 1°. Hence, Faraday rotation is completely negligible at frequencies 
above 8 GHz. 

Faraday rotation only occurs for linear polarization and this phe- 
nomenon doesn't affect circular polarization. 

4.2 Effects due to Interfering Satellites 

We consider the interference arising from an unwanted satellite at an 
earth station, ordinarily receiving signals from a wanted closer satellite. 
The depolarization induced by rain is included in the calculation. Rain 
changes cross polarization partly to direct and vice versa, thereby in- 
troducing interference even if the transmitter of the satellite is cross - 
polarized to that of the receiver. The basic assumption is that the powers 
of the contributions to the interfering signal can be added, since the 
relative phases are usually random with respect to each other. This allows 
us to use the results in Appendix 2 based on the random phase limit. The 
notation is the same as there and the geometry is that pictured in Fig. 
1 with ST being the off -axis angle of radiation from the interfering sat- 
ellite and pR being the off -axis angle of the receiver. Let PR be the in- 
terfering received power on dB, PT the transmitted power by the un- 
wanted satellite in dB, A the wavelength and d the satellite to earth 
distance. As before r is the propagation path through the rain. 

Consider first the case of the receiving antenna having nearly the same 
linear polarization as that of the interfering satellite. From Eqs. [103a,b1 
we obtain 
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(PR - PT - GT' - GR')H,v + 20 log1o(47rd/a) + Ac 

= 10 log10(FTa2FR2Pc* + fTa2fR2Pct 
+ FTa2fR2Ps* + fTa2FR2Pst) 
= 101og10[10-IFT'+FR'I/10pc + 10-ifT"+/R'1/10pct 

+ 10-IFT'+IR'1/10psT + 10-I/T"+FR'1/IopA}] [331 

where the primes and double primes are defined in Eqs. [1] and [2], the 
subscripts designating receiver channels (a and h) are omitted, Ac is given 
by Eq. [951 and Pe , and Pot are defined in Eqs. [102a,ó]. Also (PR - 
PT)H,v E 10 lOgioIERa,RbI2. The upper signs refer to H and the lower 
signs to V polarization. 

Consider next the same case with circular polarization. This follows 
from the above by setting O = 0 and r + E = 45° (see Appendix 2.2(B)) 
so that P± = 1 and PS , = p2. However the antenna patterns now refer 
to those for circular polarization. We obtain the same expression for 
right- and left-hand circular polarization upon using the assumption of 
random phases. The formula is now 

(PR - PT - GT' - GR')c + 20 loglo(4ird/X) + A° 

= 10 logio[10-IFT +FR'1/lo + 10-ifT"+/R'I/l0 

+ 10-(IFT'+/R'I+XPDc)/10 + 1O-(IFR'+/T"I+XPDc)/101 [34] 

where XPDc = ,-10 log1op2 for perfect antennas. 
Consider the situation when the interfering satellite transmits nearly 

the orthogonal linear polarization to that of the receiving earth antenna. 
Using Eqs. [104a,b] and (PR)H,v - (PT)v,H = 10 Iog1oIERax,RbxI2, we 
find 

(PR - GR')H V - (PT + GT")VH + 20 log10(47rd/X) + Ac 

= 10 loglo(fTb2FR2Pc + FTb2fR2Pct 
+ fTb2fR2PsT + FTb2FR2P8f) 
= 101og1o110-I/T+FR'I/lOpc$ + 10-1 Fr- +/R'1/lOpcf 

+ IO-IIT+IR'I/10ps + 10-IFT"+FR'1/IOp4t] 1351 

Finally, we consider the above situation with circular polarization. 
Again we obtain this result by letting O = 0 and r + E = 45°, yielding 

(P R - GR')r 1 - (PT + GT" )I r + 20 logio(4ad/X) + Ac 

= 10 logio[10-IIT+FR'I/10 + lO-IFT-+IR'I/10 

+ 10-(IIT'+(R'I+XPDc)/10 + 10-(IFT.,+FR'I+XPDc)/lo[ 1361 

With the above formulas, one can calculate the signal at the earth 
receiver for any of the four situations. These expressions include the 
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dependence of the cross -polarization on the type of incident polarization 

and also include attenuation due to rain along the path. 

4.3 Clear Air Refractive Index Variations as Related to Multipath Effects 

Ghobrial and Watson13 analyze the problem of bulk refractive effects 
causing ray bending and multipath propagation. Multipath propagation 
is due to stratification layers of refractive index in the troposphere (e.g. 

during temperature inversion conditions). An effect, similar to refractive 
index layers, can also arise due to ray bending from bulk refractive index 
and humidity variations, if they are large enough. Stutzman et a114 ob- 
serve a severe increase in cross polarization due to multipath propagation 
at low elevation angles in a link from the ATS-6 satellite (at 20 GHz) to 
earth. The elevation angle was about 5°. The copolarized signal jumped 
to 5 dB above the clear weather reference level and the XPD ratio be- 

came as low as 12 dB. 
This effect can be analyzed in terms of our previous considerations 

on off -axis antenna reception, here due to multipath from rays arriving 
off -axis from the normal to the antenna. The increase in the copolarized 
component can be explained as due to an additional ray arriving with 
nearly the same amplitude as that of the direct signal. As shown for ex- 
ample in Fig. 2, the cross polarized reception pattern of a usual antenna 
has a minimum on axis. Hence, off -axis rays due to multipath effects can 
decrease the overall isolation, since they are displaced from the on -axis 
minimum reception direction. 

Consider two rays eminating from the transmitter, one being a more 
or less direct ray #1 and the other #2 being refracted by the tropo- 
sphere and let both signals reach the receiver. Let rays #1 and #2 be 

transmitted with the off -axis angles 0T,.2 and received at the off -axis 
angles cpR1,2. The signal from either ray upon reception gives rise to an 
electric field given by the sum of the direct (iH) and cross (iv) polarized 
components. Looking at the worst case of 5Ta = 5Ra = -5Rb = it/2, 0 = 
0 and using Eqs. 1181 and [92a,b] in the case of no rain, we obtain 

ED = ED ([FRa (OR I)'Ta(%Tl) + fRa (OR 1)fTa(4)T1)]1H 

+ VRb(4R1)FTa(4)T1) + FRb(OR1)fTa(iT1)]1V] 

and 

137a] 

EMp = EMpe1yOe ([FRa(tR2)FTa(OT2) +fRa(OR2)fTa(tT2)]1H 

+ IfRb(bR2)FTa(OT2) + FRb(OR2)fTa(OT2)]1V) 137b1 

where ED is the field due to the direct ray, EMp is due to the multipath 
ray, and (pE is the phase difference between EMp and ED. As for the 
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constants in front, usually ED ~ EMp in magnitude. The total field is ED 
+ EMP and the isolation or discrimination in clear weather (CWI) is the 
ratio in dB of the iH to the iv components. Thus denoting FT(' i = 
Fro (01), etc., for short, we have 

CWI = 20 log10 

ED FTa 1 FRa 1 + EMPe i lIEFTa 2FRa 2 

X 1E 1)(F Ta If Rbl + FRb1fTa1) + EMPei"(FTa2fRb2 + FRb2fTa2)I 

[38] 

omiting the negligible jrjR products. 
Consider the following example. Let the direct ray propagate along 

the normals to both the transmitter and receiver apertures and let the 
cross -polarized components for this ray be negligible. Then FTa 

1 = FRa 1 

= 1 and fTal = fRal = fRb1 = 0, recalling that the on -axis cross -polar 
pattern has a minimum. This gives 

CWI = 10log10 

[ED2 
+ (EMPFTa2FRa2)2 + 2EDEMp cosreEFTa2FRa2l 

X 
L EMP2(FTa2fRb2 + FRb2fTa2)2 

[39a] 

This is the relation for the isolation given by Ghobrial and Watson" who 
assume in addition that EMP = ED and FRb2 = FR02. Eq. [39a] reduces 
to the clear weather isolation due to the finite isolation of the imperfect 
antennas when <49E = 0. Thus, CWI is reduced due to multipath rays 
which are detected with the phase delay cpj. 

The generalized form of Eq. [39a] for the case of a satellite to earth 
link where only the receiver plane may be perpendicular to the propa- 
gation direction is 

CWI = 10log10l1(EDFTaI)2+ (EMPFTa2FRa2)2 
+ 

¡2EDEMp 
cOStipEFTa 1 FTa2FRa2] 

XI(EDFRb1fTa1)2 + EMP2(F Tail Rb2 + FRb2fTa2)2 
+ 2EDEMp COSipEFRb Ifni l(FTa2fRb2 + FRb2fTa2)]-11 [39b] 

using FRa 
1 = 1 and jRa1 = fRb1 = 0. This shows the further reduction in 

CWI when Flat < 1 and fral is nonnegligible. A Cutler front -fed para- 
boloidal antenna, having 45° cross -polar lobes 22 dB below the maximum 
co -polar value, gives13 CWI = 14 dB as a worst case. 

286 RCA Review Vol. 38 June 1977 



Utt'ULAHILA I IVN 

5. Compensation Methods and Correction Systems 

Various compensation techniques have been proposed to correct for the 
cross talk induced by either Faraday rotation and/or by precipitation. 
These techniques are quite complex. They can be applied to the rf or to 
the i -f stage. The theory on rf compensation is given below. A rf correc- 
tion system requires adjustments of phase, differential phase, and dif- 
ferential attenuation. For Faraday rotation or for low frequencies below 
6 GHz, differential attenuation corrections are unnecessary. 

An rf method of correcting for Faraday rotation was developed by P. 
Foldes of RCA Ltd. The system uses program tracking and predeter- 
mined calculations of Faraday phase variations that are expected to 
occur on a diurnal and seasonable basis due to ionospheric changes. The 
system involves only corrections for phase, which are adequate in the 
4-6 GHz frequency range. Two ground stations for the RCA Satcom 
satellite incorporate such correction systems. To compensate for rain 
as well, one would require an additional tracking system to monitor the 
amount of unwanted cross -polarization. 

An adaptive interference reduction network has been developed by 
Comsat to cancel out the cross -polarization (see Tseng15 and references 
therein). A manually adjustable cross -polarization cancellation circuit 
has been incorporated in the forthcoming AT&T domestic satellite 
ground station (Chu, private communication*). Work is also progressing 
in England and in Italy to develop cancellation systems. Possible rf 
networks are discussed by Barton16'17 and by Kannowade.18 

In England, Evans and Thompson19,2o have implemented on their 
terrestrial link a cancellation technique that increased their clear weather 
isolation to 60 dB. Barton16,17 reviews adaptive cancellation techniques 
for frequency re -use satellite systems. He finds it unnecessary for the 
up -link in the 11-14 GHz band but desirable for the down -link. 

The Italian effort is devoted mainly to provide cancellation in the i -f 
stage (Paraboni and Rocca21; Attisani et al.22,23). An electrical matrix 
is employed which produces a phase shifted -and attenuated version of 
the signal in one channel that is equal in amplitude and in antiphase to 
the cross -talk in the other. The signal is then added to the other channel. 
The system provides complete static cancellation only at the fixed beacon 
frequency at the receiver. However, in a wide -band satellite communi- 
cation system, the cancellation is incomplete at frequencies removed 
from the central frequency. This is because the signal passes through 

See also A. E. Williams and F. L. Frey, "Adaptive Polarization Control on a Dual -Polarized 4/6 GHz 
Satcom Link In the Presence of Rain," Electronics Lett., 2, No. 25, p. 686, Dec. 9, 1976. 
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filters, amplifiers and other network components that have nonuniform 
frequency characteristics. Thus the i -f cancellation technique has to be 
regarded as a narrow -band system. On the other hand, i -f systems have 
the advantage that the method is applicable to signals received from 
many satellites, whereas a separate rf system would be required for each 
satellite link. 

In order to achieve compensation over a wide bandwidth, it is neces- 
sary to keep the two channels in the same waveguide and travelling at 
the same phase velocity. Difficulties can arise however with linear po- 
larizations if the angle of polarization of the antenna varies over its design 
bandwidth and the overall isolation is not maintained at a constant value. 
Nonetheless, a wider bandwidth is achievable with an rf than with an 
i -f compensation system. 

The theory below provides the analysis on rf compensation and follows 
the approach of Chu.24,25 Suppose that the incoming signal consists of 
two elliptically polarized waves, which have been modified due to pre- 
cipitation from the two orthogonally polarized waves originally trans- 
mitted. If the transmitted signals have linear or circular polarization, 
the ellipses are respectively slender or fat. 

Consider first two linearly polarized waves that arrive as two slender 
ellipses. The transformation back to their original form is done in four 
stages. First the polarizations are made linear but not yet orthogonal. 
This is accomplished in two steps by a coordinate rotation combined with 
differential phase shift. Then the polarizations are made orthogonal by 
two more steps, namely another coordinate rotation combined with 
differential attenuation. Thus one requires two phase shifters such as 
rotary joints, a differential attenuator, a differential phase shifter and 
an orthomode transducer to separate the two modes. 

Fig. 20a shows the two incoming nonorthogonal elliptically polarized 
waves 1 and 2. We are given their respective minor and major axes 
lengths, B01,02 and A01,02, and the angle O between their major axes. 
Referring to Appendix 1, Eqs. [57], [58[, and 177], we can represent the 
polarization ratios of the two ellipses by 

EoV12 
PE1,2 = E1.2 -F 2 exp(ió1,2) = tan'y1,2 exp(ió1.2), [40] 

where the significances of /1,2 and F1,2 are indicated in Fig. 22, Appendix 
1. 

The first step, involving a coordinate rotation, is to find a coordinate 
system such that the two ellipses are synchronized with respect to each 
other. That is, we require 

= 02 or ói+7r=ó2, 141a1 
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both equivalent to 

tansl = tank. [41b] 

Now á is related to Ao, Bo, and to the inclination angle a by Eqs. 166a] 
and [68], viz 

tans = tan2µ/sin2a where tam./ = Bo/A°. [42] 

ELLIPSE 
V 

*2 p 
p ELLIPSE 

02 ° 

Bol 

r - 

V 

E02 

(o) (b) 
Fig. 20-Steps to recover two orthogonal linear polarizations. 

Also note that* 

19=of-az, 

(c) 

[43] 

with a1 and a2 measured counterclockwise from the H axis. Combining 
Eqs. [41] and [42] gives 

tan24z sin2(a1 - A) with 0 < of < r/2. 
tan2µi sin2al 

This yields the angle of that the major axis of ellipse 1 subtends with 
respect to the H -axis, namely 

a1 = 1 
1 

cot- (cos2B - tan2µz 
sin2B 

2 [ \ tan2µ1/ / 
= 

-1 
cot -1 [cot2e Bo2A02 (A012 - B012 1 [44] 

Bo1Ao1 sin20 AQ22 - BO22 J 

This positions the axes of the H- V coordinate system. 
Step two requires applying a differential phase shift in order to 

The symbols 9, yG, x, 1, and rY have different meanings in this section from elsewhere in this 
paper. 
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transform the ellipses to two linear waves. Eq. [40] shows that this can 
be accomplished by subtracting from 61 a phase equal to O. Then by Eq. 
[41a], 62 becomes automatically 0 or a. Thus both waves are linearized 
simultaneously by introducing a phase delay equal to 61 or 62 to the 
system. Since b is the phase delay between E°H and Eov (see Eq. [40]), 

the differential phase shift between E0H and E°v should be applied to 

Eov if b > 0 and to E°y if b < 0. After this step, the angle between the two 
resulting linear polarizations is not O but rather >!i, given by (see Fig. 
20h) 

11, = yI ± rye = tan -1 Ell ± tan-1IPE2I [45] 

The top sign applies if originally b2 = Si + r and the bottom sign if 52 = 
51. [In the Poincaré sphere representation25 (see Fig. 24, Appendix 1), 

by adjusting 51 to zero, the arc OP on the sphere has been rotated about 
0 to the equator, resulting in -y 1,2 replacing 01,2.1 From Eqs. [65a,b] and 
173], we express y1,2 in terms of known quantities. 

tangy = A02 + 1302 + (A02 - B02) cos2a 1 + cos2a cos24 ' 

[46] 

Given 01,2 from Eqs. [43] and [44], A01,2 and B01,2, we can calculate y1,2 

and then 0. 
The next steps aim at changing >G to 90° in order to effect orthogon- 

ality. First we draw a new coordinate system HI,V1i shown in Fig. 120b], 
which bisects the angle 0 between the two linear polarization vectors, 
E01 and E02. We rotate the H,V axes using a phase shifter to coincide with 
the new H1,V1 coordinate system. The angle of rotation, x, is given by 

x = y1 -1G/2 = 1/2(y1 y2) [47] 

In the last step, differential attenuation is applied to change 0 to 90°. 
If 0 < 90°, the differential attenuation is exerted along the H1 axis, 
thereby widening the angle between E01 and E02. The amount of dif- 
ferential attenuation, a, is obtained from the relations for the ratios of 
the V1 to H1 components of E01 and E02 after attenuation (see Fig. 20c). 
Denoting these ratios by tanE1,2 we have 

tan/i = tan(/2)ea and tan/2 = -tan(0/2)ea. 

The values of 11,2 are adjusted until E1 - E2 = 90° or tanE1 tan/2 + 1 = 0 
yielding 

a = ln[cot(i/2)]. [48a] 

If on the other hand, 0 > 90°, then the angle between the E01 and E02 

vectors is decreased by applying differential attenuation along the V1 
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axis. The amount, a, is derived from Si - E2 = 90° and tanli,2 = 
±tan(4'/2)e-" yielding 

a = ln[tan(0/2)]. [48b] 

Chu25 shows that the minimum a required to accomplish orthogonality 
is obtained in the above orientation of the H1 and V1 axes which bisects 
the angle 4'. 

Consider now the case of two circularly polarized waves which are 
transmitted and two fat ellipses that are received as shown in Fig. 21a. 
The first steps are to transform the two ellipses into oppositely rotating 
ellipses having parallel major and minor axes and equal axial ratios as 
shown in Fig. 21b. That is, we want to transform the polarization ratios 
of the two ellipses to 

ELLIPSE 
#2 

V 

ELLIPSE 
#1 

- cr2 

(a) (b) 
Fig. 21-Steps to recover two orthogonal circular polarizations. 

vl 

(e 

PEI.2 = tany exp(±ió). 1491 

To accomplish this, we first search for a coordinate system such that yi 
= y2 = y say. From Eq. [46], we obtain the angle a1: 

ai = 1 tan-l11[cos2Mi 
2 cos2µ2 

cos20 I /sin201, 0 < at < 7r/2, [50] 

with a2 = al - O. This locates the H, V coordinate system in Fig. 21a. Next 
we have to adjust the S's by inserting a differential phase delay, equal 
to say acting on each of the phases, 51 and 52 of the ellipses. To satisfy 
Eq. [49], we require 

ó=ói - and -ó=ó2--, 
which gives 

= (ói + 52)/2 and ó = (ói - 52)/2. [51a] 

By Eq. [42] we write ¿ and ó in terms of known parameters: 
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r 1 r tan2µ1 

L h 
_ I tan- 

C sin2o1) }tan - 
(tan2g2) 

sin2a2 / 

where tanµ1 2 - BA 01 [51b] 
A01,2 

In the modified situation shown in Fig. (21b), the angle a of both ellipses 
with respect to the H -axis can be obtained from Eq. 1751, namely 

tan2a = tan2y cosh. [52] 

Also the new ratio of minor to major axes, tang, for either ellipse is cal- 
culable from Eq. [74]: 

sin2µ = sin2y sink. [53] 

In Eqs. [52] and 153], h is given by Eq. [51b] and y = yl is given by Eq. 
[46] in terms of µi and al. 

The last steps involve reducing the two ellipses to circles as shown in 
Fig. (21c). For this purpose, we apply a differential attenuation equal 
to a along the major axis, H1, of the transformed ellipses to the extent 
e -n = tang. Thus a is given by 

a = ln(cotµ) 

In addition to the above, circular polarization systems also require a 
polarizer giving a 90° differential phase shift to convert to the final lin- 
early polarized ports. Kannowade18 points out that dual circular polar- 
izations can be treated similar to linear systems by either inserting a 
polarizer between the antenna and the compensation network or by using 
the differential phase shifter in the compensation network itself, pro- 
vided its range is of the order of 90°. 

The above completes the theory on rf compensation systems. 

6. Conclusions 

To perform proper comparisons with theory or with other experiments 
on the effect of rain alone, a clear -weather isolation for the antennas of 
better than 32 dB is desirable. We have modified the theory to include 
these finite isolation effects so that the results from such imperfect ex- 
periments can be analyzed. The parameter have been varied systemat- 
ically to investigate the various trends. Interesting effects are found due 
to finite polarization angle, off -axis reception, misalignment in the case 
of linear polarization, and relative magnitudes of the receiver -to - 
transmitter isolations in clear weather. Additional causes of depolar- 
ization have also been outlined, namely interference resulting from ad - 
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jacent satellites and from multipath propagation. Finally, compensation 
systems can be designed either in the rf or in the i -f stage. Each has its 
own advantages and disadvantages. 
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Appendix 1-Various Representations of Elliptically Polarized Fields 

Consider Fig. 22. Let the signal he elliptically polarized with the H' major 
axis inclined at an angle a with respect to the horizontal H -axis. Let Ao 
and Bo he the lengths of the major and minor axes respectively and let 
F and f be the maximum values of the H and V components respectively 
attained by the field E. Then we can write 

Fig. 22-An elliptically polarized electric field. 

Re(EH) = F cos(kr - wt + 0 and 
Re(Ev) = f cos(kr - wt + (5) 154] 

where S is the phase difference. Our convention throughout is to adopt 
an exp(-iwt) time dependence. Let 

E = Eo exp]i(kr - wt + 0], E = EH ill + Et iv 1551 

EH = F expli(kr - wt + /')] and 
Ev = f exp(i(kr - wt + + d)], 1561 

so that 
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EoH = F and Eov = f exp(i(5). 

Define the polarization ratio as 

Eov f 
PE = -= - eta, 

EoH F 

and the quantity q as 

1 - ipE E0H - iEov 1 - (ifeta/F) 
q 

1 + ipE EoH + iEov 1 + (ifeta/F) . 

[57] 

[58] 

[59] 

The values of b = 0 or a, pE = 0, m, i, -i, ó > 0, and ó < 0 correspond re- 
spectively to linear, horizontal, vertical, left-hand circular, right-hand 
circular, left-hand elliptical, and right-hand elliptical for a wave prop- 
agating along the positive r direction. 

Eliminating kr - wt + from Eq. [55], we obtain the equation for the 
ellipse 

r Re(EH)2Re(EH)Re(Ev) cosh 

L F J 

2 

Ff 

[ Re(Ev)12 
= sin2h. 

f J 
160] 

Rotate the axes through an angle a (See Fig. 22) to another (H', V') 
Cartesian coordinate system, such that 

ReEH + iReEv = [Re(EH') + iRe(Ev,)]eio 

2Ff cosh 
where tan2a - 

F2 f2 
. [61] 

We obtain 

[ Re(EH-)12 r Re(Ev-)12 
= 1 [62J 

L Ao J L Ro J 

with 

F2COS2a- 2Sln2a- F2+2+ 
f1r 

- F2 2[63] 
2 cos2a ¡ 1 2 L cos2a ] 

= f 2 cos20. - F2 sin2a - 1 [F2 + f2 - F2 -f 21. [64] 
cos2a _] 

Inverting yields 
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F2 = 1/2[A02 + B02 + (A02 - B02) cos2Q] 

f = 1/2[A02 + B02 - (A02 - B02) cos2o] 

F2 + f2 = A02 + B02 and 
F2 - f2 = (Ao2 - B02) cos2e. 

[65a] 

[65b] 

[65c,d] 

Let us define the angle as shown in Fig. 22 and the quantity I as 
follows: 

tang = Bo/A0 and 
1 aF2+f2=Ao2+Bo2= 1E01112+ 1E002. 

Then we obtain 

[66a,b] 

Ao = I coso, Bo = I sine [67a,ó] 

F2 = 
2 

(1 + cos2µcos2a), f2 = 
2 

(1 -coshcos2a). [67c,d] 

From Eq. [61] and Fig. 23, we can derive 

tanó = tangµ/singe. 

sin 2 Q cos 2µ 
Fig. 23-The angle 6. 

sin 2µ 

[6s] 

Thus Eqs. [57] to [59] become 

11/2 
Eon = F = [1 

2 
(1 +cos2µ coste) 

r 1 

[69a] 

Eov = f cosh + if sinó - 11/2 
L 2(1 + cos2µ cos2a 

X (sin2o cosh + i sin2µ) [69b) 
Eov 1- cos cos2o 1/2 

exp 
ri 
r tang l 1 -1 -cosh1 tan (sin2o/ Eon 

sin2o 
+ cosh cos2a 

cosh + i sin2µ 
[70a) 

1 + cosh cos2a 

r 
1 + cos2µ cos2a 

21 11/2 
Eov f iE0H - 

L J X 
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X (cosµ cosa + i sing sina)(cosµ sing) exp(±ia) [70b] 

and 

q Eo(i + iE 
Ea' 

- tan (µ + 
4/ 

exp(-2ia). [70c] 
off \ / 

In terms of rotating coordinates, we define 

E,_ (Eov - iEoH) and Eo1 = = (Eov + iE0H). [71] 

Right-hand circular polarization is the one rotating clockwise when 
viewed in the direction of propagation and left-hand circular ís the one 
rotating counterclockwise. Then Eq. [70h] becomes 

Ear. = Cm and Eo1 = Cn* [72a,ó] 

m = sin(µ + a/4)e-'°, n = cos(µ + a/4)e-'° [72c,d] 

with 

and 
r 2/ It/z 

C - IL J (cosµ cosa + i sing sino). [72e] 
1 + costµ costo 

Fig. 24-Poincaré spherical system representation. 

There are several other representations of an elliptically polarized 
field. One is the Poincaré representation which uses the coordinates on 
a spherical surface as shown in Fig. 24. Let O be a reference point on the 
equator and let P be the point on the surface designating a given polar- 
ization. Let the latitude he 2p and let the longitude be 2a. Let ó be the 
angle to point P at the equator and let 2y be the distance OP. Using 
spherical angle relationships, we find that 

cosh = cos2a cos2µ or 2 cosy = 1 + cos2a cos2µ 

or 2 sin2y = 1 - cos2a cos2µ [73] 

sin2µ = sin2y sinó [74] 

tan2a = tan2y cosh [75] 
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and 
sin2y cosh = sin2y cosh. 

We also have as in Eq. [68] or from Eqs. [74] and [76] 

tangµ = tanó sin2y. 

Using these relations, Eqs. [57] and [67c,d] become 

E0H = F = f cosy, f = f siny and 
2Ff = I sin2y = I singµ/sinó 

Eov = f siny (cosh + i sinó) and 
Eov/EoH = tany exp(ih). 

176] 

[77] 

Another representation uses the Stokes parameters, denoted by I, Q, 
U, and V. (Do not confuse the latter three with their meanings else- 
where.) The parameters are defined by 

I = EHEH* + EvEv*, Q = EHEH* - EvEv* [78a,ó] 

U = EHEV* + EvEH* and 
V = i(EHEV* - EvEH*). [78c,d] 

Using Eqs. [56], [65c,d], [67c,d], [73], 174], 176], and [77] we obtain 

1=F2+f2=Ao2+B02, as in Eq. [66b] 

Q = F2 -f 2 = (A02 - B02) cos2a = I cosh cos2a = I cos2y 
[79a1 

U = 2Ff cosh = I sin2y cosh = I cosh sin2y = Q tan2a [79b] 

V = 2Ff sinó = I sin2y sinó = I singµ 
= Q tangµ/costa = Q tan2-y sinó. [79c] 

Note that 

12 = Q2 + U2 + V2. [80] 
Also, inverting yields 

F2 = (1 + Q)/2, f2 = (1 - Q)/2, 2Ff = (12 - Q2)1/2 

[81a,b,c] 

cosb = U/(12 - Q2)1/2, sinó = V/(12 - Q2)1/2, 

tanb = V/U 

Eov = f exp(iü) = (U + iV)/[2(I + Q)]1/2 and 
EoH = [(1 + Q)/2]1/2. 

[81d,e,f] 

[82a,ó] 

The power detected by two orthogonal receivers can be represented 
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in terms of the Stokes parameters (Io, Qo, U0, Vo) associated with an 
incident field. Let xo, x 1, x2, and x3 be parameters to be determined for 
feed a, and yo, y 1, y2, and Y3 be corresponding parameters for feed b, such 
that 

Io 

( 
IER0 l 2/I KRa 12 

COX1 

X2 X3 QO 
1831 

ERbxI2/IKRbI2J - `Y Y1Y2Y3I UO 

Vo 

where KRa,b is given in Eq. [ 19] in the text. From Eqs. (5) in the text and 
with Eqs. [82a,ó] we have 

¡ ERO/KRa 1 

=AN 
-1 ¡Fall) 

J ERbx/KRb ` E0vJ 

FRa fRa 

- \fRb exp(ióRb) 

eXp(-1óR0)1 

-iFRb Uo+iyo) 
/o+Qo 

x 
(/o + Q0\ 1/2 

[ 

84] 
2 

where /o, Qo, U0, and Vo are the Stokes parameters for ERH and ERv. 
From Eq. [841 we obtain 

1 1 / UO2 + Vo2\ 
I ERa 12/ I KRa 12 = 2 FRa 2(/0 + Qo) + 2 fRa 2 l 1+o Qo /) 

+ FRafRa(Uo cosó + Vo sinó). [85] 

For the middle term, using Eq. [80], we have (UO2 + V02)/(10 + (2o) = 
to - Qo. Thus comparing Eqs. [83] and [85] we obtain 

XO= 1/2(FRa2+fRa2), X1 = 1/2(FRa 2 - fRa 2), 

X2 = FRafRa COSóRa and X3 = FRafRa sinóRa. 

Similarly for ERbx, we can deduce 

Yo = 1/2(FRb2 + fRb2), YI = -1/2(FRb2 - fRb2), 

Y2 = -FRbfRb cosóRb and y3 = -FRb/Rb sinóRb. 

Inverting these relations gives 

FRa = (X0 + X1)1/2, fRa = (X0 - X1)1/2 

[86] 

[87] 

[88a,b] 

FRb = (Y0 - Y1)1/2, fRb = (YO + Y1)1/2 [88C,á] 
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COSSRa = x2/(x02 - x12)1/2, S1175Ra = x3/(x02 - x12)112 [89a,ó] 

COSSRb = _y2/6702 - y12)112 and 
sinóRb = -Y3/(Y02 - Y12)1/2. [89c,d] 

The matrix AR -1 becomes 

-1 = (x0+x11/2 
AH 

rr 

i(Yo + Y1)1/2 exp 
Li 

tan -1 (a)] Y2 

(x0 -x1)1/2exp -i tan1 
(-)] x2 

-i(Yo - YI) 
[90] 

Relations similar to these are given by Bostian,1 but several errors of his 
are corrected here. The former representation is used in the text. 

Appendix 2-Matrix Elements Including Propogation and Antenna 
Effects 

A2.1 Theory for Linear Polarization 

For predominantly linearly polarized waves, the result of the matrix 
multiplications in Eq. [18] in the text can be written 

AR -1 . \PR .. `7-1 . B B. V V. %PT . AT 

exp - (a1 + a2) + 2 (01 + 02) ] 
-T 1 

L 

[1 - p2 exp(-2i X)]1/2 [9 ] 

The matrix elements are 

T1¡¡1,22 = IFRa,bFTa,b + fRa,bfTa,b eXP(±i(óTa,b - óRa,b))] COS() 

[FRa,bFTa,b - fRa,bfTa,b eXP(±i(óTa,b - óRa,b))] 
X pe -ix cos(2r + 2E + 6) 
+ [FTa,bfRa,b eXp(Ti Ra,b) - FRa,bfTa,b exp(±ióra,b)] sine 

IFTa,bfRa,b eXP(TiIRa,b) + FRa,bfTa,b eXP(±ióTa,b)] 
X pe -'x sin(2r + 2 + e) [92a] 

and 

RCA Review Vol. 38 June 1977 299 



112,21 = IFTb,afRa,b eXP(TlóRa,b) 

- FRa,bfTb,a eXp(LóTb,a)] COSO 

I f FTb,afRa,b eXP(T1óRa,b) + FRa,bfTb,a eXP(T1óTb,a)] 
X pe -'x cos(2r + + 0) 

¡ - FTb,aFRa,b + fTb,afRa,b eXP(TI(óRa,b + bTb,a))1 sine)¡I 

IFTb,a FRa,b - fTb,a fRa,b eXP(T1(óRa,b + óTb,a))] 
X pe-'x sin(2r + 2/ + 0)) [92b] 

To apply these relations, we require a knowledge of the phase angles 
ó1a,6 and óRa,b. Two alternate limits are sometimes adopted. The first 
limit looks for the worst case of clear weather isolation which is obtained 
by setting on = (Tb = 7r/2 and 0Ra = óR6 = -7r/2. Then for p = 0,111,22 
are minimized and 112,21 are maximized. The second limit assumes 
random phases for 0, as in arbitrarily modulated signals. 

(A) Worst Phase Limit 

Consider limit 1 with ó1a,6 = -óRa,q = a/2. Define DT (OT) and DT"( T) 
in dB to he the clear weather finite discrimination or isolation of the 
transmitter antenna in the two orthogonal directions given by 

DT' = FT' - IT" and DT" = FT" - Pr' in dB [93a] 

or 

DTa = 10Dr /20 = FTa/fTa and 
DTb = 10DT"/20 = FTb/fTb [93b] 

where the patterns F and I are defined in the text, Eq. [1]. Similarly, 
define DR'((R) and DR" (OR) in dB to be corresponding quantities for 
the receiver given by 

DR' = FR' - fR' and DR" = FR" - fR" in dB [94a] 

Or 

DRa E 10DR'/20 = FRa/IRa and 
DRb = 1ODR"/20 = FRb/fRb [94b] 

Finally define the attenuation 

A = 101og10 

quantity, A, in dB, by 

exp[-r(al + a2)] 
1 [(1 - p2 cds2X)2 + p4 sin22X] 1/2 

= 8.686(a1 + a2) 
2 

+ 5 log10[(1 + p2)2 - 4p2 cos2X] [95] 
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Using Eqs. [18] and [19] in the text, the square of the magnitudes of the 
electric field components are given by 

IERa,Rbl2 = GTa,bGRa,b 
10-Ac/10FTa,b2fRa,b2N [96a] 

where 

N [(DRa,b - DTa,b-1) COSO 

(DRa,b + DTa,b-1)p cosx cos(2r + + 0) 

- (1 + DRa,bDTa,b-1)P sinx sin(2r + + 0)]2 

+ 1(1 - DRa,bDTa,b-1) Sin() 

+ (DRa,b + DTa,b-1)P sinx cos(2r + + 0) 

(1 + DRa,bDTa,b-')P cosx sin(2r + 2s + 0)]2. 

IERax,Rbx I 2= 
(±..)2 

CTb,aCRa,b 

X 10-Ac/10FTb,a2/Ra,b2 Df 
where 

Df = [(1 + DRa,bDTb,a -1) COSO 

± (1 - DRa,bDTb,a-1)P cosX cos(2r + 2 + 0) 
+ 

((DRa,b 
- DTb,a -1)p sinx sin(2r + 21 + 0)12 

+ [(DRa,b + DTh.-1) sin() 
- (1.- DRa,bDTb,a-1)p sinx cos(2r + 21 + 0) 
f (DRa,b - DTb,a-')p cosx sin(2r + 2/ + 0)12. 

The respective values of XPDH,v and XPIH,V are given by 

XPDH,v = 20 log10 
ERa,Rb 

ERbx,Rax 

and 

XPIH,v = 201og10 

This yields 

and 

ERa,Rb 

ERax,Rbx 
I 

[96b] 

[97a] 

[97b] 

[98a] 

[98b] 

XPDH,v = 10 log10 
(N D) + fR''"(4,R) 

- fR"''(OR) + GR.," GRrr,. [99a] 
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N, 
XPIH,v = 10 log10 (-D±) + 

\ 
- FT",i(43T) + GTi," GTri,i 

[99b1 

where the prime and double prime quantities above are in dB (see Eqs. 
[1] and [21 in the text). 

Examples are now given. In the absence of rain, p = x = 0 and for F' 
= F", f' = 1", and G' = G", the above reduces to 

CWI = XPD = XPI = 10log10 

(1)R - DT -1)2 - (DR2 - I )( - DT -2) sin20 
[ ] 

X 100 
(1 + DRDT-I )2 + (DR2 - 1)(1 - DT -2) sin20] 

This gives the worst case for various ó phase values. This formula in- 
cludes the reduction in isolation due to the following causes: (a) off -beam 
axis effects, (b) DT, (c) DR, and (d) misalignment effects. The more 
general formulas, Eqs. 1961 and 1971, include rain effects as well. 

The attenuations in dB with respect to their values in free space are 
obtainable from the 11 and 22 elements. We find respectively for hori- 
zontal and vertical polarization: 

(ATT)H,v = A, - 10 log10N, + 10 logto[(DRa,b 

- DTa,b-1)2 cos20 + (1 - DRa,bDTa,b-1) S1n201. 11011 

Although results based on the above relations can readily he calcu- 
lated, we limit our illustrations to those based on the random phase limit, 
given next. 

(B) Random Phase Limit 

We separate Eqs. [92a,b] into real and imaginary parts and obtain the 
square of their magnitudes. Cross -product terms invo ving the 5 phases 
are zero unless the cosine or sine products are identical and then the 
contribution is 1/2. The results can be expressed in terms of Ps , and Pit 
factors, defined as follows: 

Pcf = cos20 + p2 cos2(2r + 21 + 0) 
± 2p cos° cosx cos(2r + 2 + 0) 1102a1 

Ps± = sin20 + p2 sin2(2r + 21 + 0) 
± 2p sin0 cosx sin(2r + 2 + 0). [102b1 

We obtain 

I ERa,Rb I 

2 = (X/47rd )2GTa,bGRa,b 
X 10-A,/10FTa,b 2fRa,b 2N, [103a] 
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where now 

Also 

N$ = DRa,b2Pc$ 

+ DTa,b-2Pcf + PsT + DRa,b2DTa,b-2Pst 

[ ERax,Rbx [ 2 = (Ál47fd )2CTb,a GRa,b 

X 10-A`/lOF1Tb,a2fRa,b2Dt, 

where now 

[103b] 

[104a] 

Df=PP± 
+ DRa,b2DTb,a-2P DRa,b2Ps± + DTb,a-2PsT [104b] 

It is interesting to note that Eqs. 1102a1 to [ 104b] are invariant if the signs 
of 0 and r + are changed simultaneously. The values of XPDH,v and 
XPIH,v are given again by Eqs. [98] and [99] with the new expressions 
for N, and Df in Eqs. [103b] and [104b]. The attenuations in dB with 
respect to their values in free space are 

(ATT)H,v = Ac - 10 Iog10N + 10 loglo[(DRa,b2 

+ DTa,b-2) COS20 + (1 + DRa.b2DTa,b-2) sin20] [1051 

where Ac is defined in Eq. 1951. 

Graphs based on these relations are given in this paper. Next, we 
provide relations corresponding to the above for circular polarization. 

A2.2 Theory for Circular Polarization 

Circular polarization is insensitive to angular rotations of the polarization 
vector (imposed by Faraday rotation), misalignment, or off -axis rotation 
of the polarization. The angles x and r, associated with the mean position 
of the raindrops, remain to be considered. The matrix multiplication in 
Eq. [281 in the text can be denoted as: 

MR-1.R-1.V-1.B.V.RMT 

exp I -2 (al + a2) + 2 (I1 + Q2) ] 

-T 
1[1 - p2 exp(-2iX)]1/2 

[106] 
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From Eqs. [19] and [24], we note that 

I Ka,bCTCRa,b* 

47r(Í 
(GTaGRa,b)1/2(FTa2 + [Ta2)1/2(FRa,b2 + IRa,b2)1/2 

or 

I Ka,bCTCRa,b* I 

47r(Í (GTbGRa,b)1 
/2(FT62 + lTb2)1/2(FRa,b2 + fRa,b2)1/2, 

[107a] 

[107b] 
depending on whether the wave is predominantly right-hand or left-hand 
circular. All F and f's here refer to the circular antenna patterns whereas 
previously they referred to linear antenna patterns. The four T elements 
are given by: 

111 = m7amRa* + nTa*11Ra 

- Pe-ix(mTanRae2ir + nTa*mRa*e-2ir) 

122 = mTb*mRb + nTbnRb* 

+ Pe-ix(mTb*nRb*e-2ir + nTbmRbe2i7) 

112 = nTbmRa* - mTb*nRa 

- Pe-ix(nTbnRae2ir - mTb*mRa*e-2i7) 

121 = mTanRb* - nTaxmRb 

- Pe-iX(nTa*nRb*e-2ir - ry1TamRbe2ir). [ 108] 

It is more convenient to express m and n in terms of µ and a through Eq. 
[23] in the text. We find: 

111,22 = COS(µTa,b - F1Ra,b) COS(UTa,b - aRa,b) 
p cosx COS(µTa,b + PRa,b) COS(2T - (TTa,b - aRa,b) 

-p sinx sin(µTa,b - µRa,b) sin(2r - aTa,b - aRa,b) 
+ i Sin(µTa,b + µRa,b) Siri(aTa,b - aRa,b) i p sinx COS(µTa,b + F1Ra,b) COs(2r - oTa,b - aRa,b) 
-p cosx sin(µTa,b - FiRa,b) sln(2r - aTa,b - aRa,b)] 

112,21 = TS111(1-1Tb,a - PRa,b) COS(aTb,a - aRa,b) 
+ p COS( Sin(µTb,a + NRa,b) COS(2T - aTb,a - aRa,b) 

p Sin)( COS(µTb,a - I2Ra,b) sln(2r - aTb,a - aRa,b) 
- i [COS(µTb,a + PRa,b) sin(aTb,a - aRa,b) 

1109a] 
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+ p sinx sin(µTb,a + F1Ra,b) cos(2r - aTb,a - aRa,b) 
f p cosx cos(µm.a - FiRa,b) sin(2r - CTb,a Ra,b)] I109ó1 

The factors involving µT f µR can be related to the ellipticities eR and 
eT (see Eqs. 1211 and [221) by 

sin(µT f µR) - eR f eT 
and 

[(1 + eT2)(1 + eR2)]1/2 

eTeR 1 

and 

cOs(µT f MR) 
[(1 + eT2)(1 + eR2)]1/2 

4eTeR 
Sin2(F1T + PR) - sin2(F1T - FIR) = (1 + eT2)(1 + eR2) 

FT2FR2 + fR2fT2 - F7.2fR2 - FR2fT2 

(FT2 + fT2)(FR2 + fR2) 
[111] 

In the following, we again adopt the two methods concerning the 
phases uT and CR, namely the limits of worst phase and of random 
phase. 

(A) Worst Phase Limit 

The worst clear weather isolation* is obtained by letting an! ,b = 0 and 
aRa,b = 7r/2 so that the axes of the received elliptical field are orthogonal 
to the axes of the transmitted field. From Eqs. 1951, [106] to 1109b1 and 
11101 and Eq. 1281 in the text, we obtain the following results for the 
square of the magnitude of the received electric field components: 

/ 
ERa,Rb 12 = \4 )1 /2 GTa,bGRa,b 10-As10 

X (FTa,b2 + ITa,b2)(FRa,b2 + fRa,b2)Nwc [112a] 

where 

N$c = Sin2(µTa,b 

± 2p cosX cos2r sin(µTa,b - FtRa,b) stn(µTa,b + 1-1Ra,b) 

+ 2p sinx sin2r sin(µTa,b + F1Ra,b) COS(µTa,b + F1Ra,b) 

+ p2[cos22r sin2(µTa,b - F1Ra,b) + sin22r cos2(11Ta,b + F1Ra,b)] 

= ((eRa,b + eTa,b)2 ± 2p cosx COs2r(eRa,b2 - eTa,b2) 

In the presence of rain, the limit may In fact not represent the true worst case, especially for the 
right-hand circular polarization. 
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Also 

where 

+ 2p sinx sin2r(eRa,b + era,b)(eTa,beRa,b -1) 
+ p21cos22r(eRa,b - eTa,b)2 + sÍn22r(eTa,beRa,b - 1)21) 

X1(1 + eTa,b2)(1 + eRa,b2)]-1. I112b1 

X 2 

I ERax,Rbx I 2 - 47rd/ 
GTb,aC+Ra,b 10-Ar/10 

X (FTb,a 2+/Tb,a 2)(FRa.b 2+ fRa,b 2)D} [113a] 

Dfe = COS2(1LTb,a + laRa,b) 

± 2p cosx Cos2r Cos(µTb,a - PRa,b) COS(µTb,a + FLRa,b) 

- 2p sinx sin2r sin(µTb,a + PRa,b) COS(µTb,a + ILRa,b) 

+ p2[COs22r COs2(µTb,a - PRa,b) + sin22r Sin2(µTb,a + 1 Ra,b)] 

= 1(eTb,aeRa,b - 1)2 ± 2p COSX cos2r(erb,a2eRa,b2 - 1) 

- 2p sinx sin2r(eRa,b + eTb,a ) 

X (e'b.aeR0,b - 1) + p2[cos227-(erb.aeRa,b + 1)2 

+ sin22r(eRa,b + eTb,a)211/1(1 + eTb,a2)(1 + eRa,b2)]. [113b] 

The values of XPDr,I and XPIr,i follow and are given by 

XPD I = 10 loglo(N,`/D{c) 

[1OFR"/Io 

10FR" + 1O/R'/lo , ± 10 logo 
+ lO/R"/lo + 

GR,,, ,, , -GR, 

ye 
XPI l = 10 logro (1.) 

D 

r 10FT /lo + 10/T"/111 f I + GT',n - GT 
lOb T"/10 + lO/T /10 

The top signs refer to right-hand circular and the bottom signs to left- 
hand circular. 

Examples are now given. In the absence of rain, p = x = 0 and for eTa 

= eTb, eRa = eRb, and GR' = GR", the above reduces to 

CWI = XPD = XPI = 101og10[tan2(IaT + µR)] 
= 10 loglol(eR + eT)2/(eTeR - 1)2] 

24.797 - 201og10(eT' + eR') 
+ 0.009594[(eT')2 + (eR')2 - 4eT'eR'l, 

[114a1 

111411 

where the approximation holds for eT'/20 « 1 and eR'/20 « 1. For the 
situation of perfect antennas, eT' = eR' = 0, eT = eR = 1 and the relations 
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reduce to XPD = -20 log1op, (See McCormick and Hendry2) for circular 
polarization. It is independent of r and the same for right and left-hand 
circular. The more general formulas in Eqs. [112] and [113] include all 
causes and, for this "worst phase limit," they depend on r. 

The attenuations in dB with respect to their values in free space are 
obtained from the 11 and 22 elements, thus: 

(ATT),,I = A, - 10 log10N*' 
+ 10 loglo[SIn2(µTa,b + F1Ra,b)]- [116] 

(B) Random Phase Limit 

In Eqs. [109a,13] we sum the squares of the real and imaginary parts. Only 
products of identical o factors, or factors independent of a, contribute. 
The results simplify to the following expressions for N,c and Df` to be 
inserted into Eqs. 1112a1 and [113a], respectively: 

NT` = 1/2(1 + p2) + 1/2(1 - p2)[sin2(µTa,b 

- Sin2(F1Ta,b - IiRa,b)) 

Df` = 11L2(1 + p2) -'/2(1 - p2)[sin2(µTb,a 

- Sln2(µTb,a - IARa,b)] 

+ MRa,b ) 

+ i1Ra,b) 

[117a1 

[117b] 

The results are identical for right and left-hand circular upon changing 
a and b and we can drop the ± subscripts. For example, using Eqs. [111] 
and [1146], XPI, can be written in any one of the following forms: 

XPI, = G - GT" + 10log10 
[FTa2 +I`Ta2 

(1 - p2 1+\1+p2/ 
+ 10 logro 

1 
1 - p2 

(1 +p2) 

=GT'-GT'+ 10 log10 

FTb 2 + fTb2 

[sin2(µTa + µRa) - Sin2(µTa - FIRa)] 

[Sln2(µTb + I4Ra) - s1n2(µTb - i1Ra)] 

rFTa2+fTa2l 
`FTb2+fTb2J 

+ 101ogio 

1 + (1 ' p2l 4eTaeRa 
+p2/ (1 +e7a2)(1 +eRa'') 

1 
1 - p2> 

(1+p2 (1+eTb2 
4e7beRa 

)(1+eRa2 ) 
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GT' GTrr + 10 logl0 

[FTa2FRa2+fTa2fRa2+p2(FTa2fRa2+[Ta2FRa2 118 
Tb2FRa2 + FTb2fRa2 + P2(fTb2/Ra2 + FTb2FRa2) 

We note that the above results can also be derived from the case of linear 
polarization upon setting in Eqs. 11031 and 11041, r + = a/4 and A = 0, 
or P,± = 1 and PsI = p2. However the interpretations for F and / differ, 
there referring to linear and here to circular antenna patterns. We also 
note that these results for the "random phase limit" are independent 
of the angles r and X. 

The attenuations in dB relative to free space are given by 

(ATT)r,i = Ac - 10 1og10Nc + 10 log10 

X 11/2 Sin2(µ7'a,b + PRa,b) + 1/2 COS2(1-Ra,b - µRa,b)] 

For perfect antennas, e' = 0, e = 1, µ = 1r/4, N+c = 1 and (ATT)r,i = A,. 
Thus A, is the actual relative attenuation of circularly polarized waves 
in the presence of rain for perfect antennas. 
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Patents Issued to RCA Inventors First Quarter, 1977 

January 

J. B. Beck Magnetic Recording and Reproducing System with Tape -to -Head Speed Control 
(4,003,090) 
R. R. Carbonetta, Jr. Gas Laser (4,001,720) 
J. K. Clemens, J. S. Fuhrer, and M. D. Ross Defect Detection and Compensation Apparatus for Use 
in an FM Signal Translating System (4,001,496) 
J. C. Coffin Photodetector Non -Responsive to Cerenkov Radiation (4,002,901) 
B. Crowle Phase-Splitter Circuits (4,004,240) 
R. H. Dawson Planar Voltage Variable Tuning Capacitors (4,005,466) 
W. Den Hollander Synchronized and Regulated Power Supply (4,002,965) 
R. C. Demmy Shadow Mask Cathode Ray Tube Shield (4,002,941) 
W. F. Dietz Drive Cirucit for a Gate Semiconductor Device (4,001,607) 
A. G. Dingwall Electrical Circuit (4,001,606) 
J. G. Endriz and C. A. Catanese Modulation Mask for an Image Display Device (4,001,619) 
J. G. Endriz Modulation Mask for an Image Display Device (4,001,620) 
R. W. Etter Silver Plating Bath (4,003,806) 
I. Gorog Optical Communication and Display System (4,004,078) 
J. B. Halter Triangular Piezoelectric Transducer for Recording Video Information (RE29,113) 
W. J. Hannan, E. M. Fulcher, R. D. Rhodes, and R. G. Saenz Credit Card Containing Electronic Circuit 
(4,004,133) 
G. M. Harayda and W. M. Austin Heat -Sink Assembly for High -Power Stud -Mounted Semiconductor 
DeV ice (4,004,195) 
V. E. Hills and L. Wu Proximity Sensing Circuit (4,001,613) 
P. Ho and A. Rosen Frequency Tunable Microwave Apparatus Having a Variable Impedance Hybrid 
Idler Circuit (4,005,372) 
C. L. Jones, G. L. Hopkins, and W. L. Schulte, Jr. Time Division Multiplex Switching System 
(4,004,099) 
P. W. Kaseman Electron Discharge Image Tube with Electrostatic Field Shaping Electrode 
(4,001,618) 
E. O. Keizer Recording Apparatus and Methods for a Color Picture/Sound Record (4,005,474) 
H. Khajezadeh High -Reliability Plastic -Packaged Semiconductor Device (4,001,872) 
H. P. Kleinknecht and H. G. Kiess Apparatus for Making a Recording of an Electrostatic Charge Pattern 
(4,005,436) 
A. Mack and C. C. Schweitzer Method and Apparatus for Compensation of Doppler Effects in Satellite 
Communication Systems (4,001,690) 
R. U. Martinelli and H. Kressel Lateral Current Device (4,005,451) 
J. E. Miller Full Range Correlator for Use in a Collision Avoidance System (4,003,050) 
D. K. Morgan Keyed Comparator (4,004,158) 
A. F. McDonie and C. M. Tomasetti Method of Sensitizing Electron Emissive Surfaces of Antimony Base 
Layers with Alkali Metal Vapors (4,002,735) 
.1. T. O'Neil, A. Pelios, A. H. Simon, and F. G. Nickl Article Carrying Coded Indicia (4,004,131) 
D. L. Ross and L. A. Barton Method of Recording Information in Which the Electron Beam Sensitive 
Material Contains 4,4-BIS(3-Diazo-3-4-0X0-1-Naphthalene Sulfonyloxy)Benzil (4,005,437) 
O. H. Schade, Jr. Dynamic Current Supply (4,004,244) 
J. Schiess and T. E. Bart Color Correction Circuit for Video Recordings (4,001,876) 
A. C. Sheng and M. E. Malchow Oscillator Circuit (4,001,723) 
A. C. N. Sheng Amplifier with Current Gain Inversely Proportional to Transistor HFE (4,004,243) 
T. F. Simpson Method of Measuring Color Purity Tolerance of a Color Display Tube (4,001,877) 
H. Sorkin Liquid Crystal Devices (4,003,844) 
P. Sterzer Electronic License Plate for Motor Vehicles (4,001,822) 
F. Sterzer and G. S. Kaplan Dual Mode Automobile Collision Avoidance Radar (4,003,049) 
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